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Preface

 The emergence of new generation technologies heralds a transformative epoch 
in the domain of healthcare. These advancements, encompassing artificial intelligence, 
wearable health devices, and other innovative solutions, not only enhance medical 
capabilities but also promote sustainability within global health systems. Confronted 
with pressing challenges such as aging populations, escalating healthcare expenditures, 
and the imperative to address environmental sustainability, the integration of advanced 
technologies into healthcare practices has transitioned from being a mere option to an 
essential requirement.

 New Generation Technologies and Sustainability in Health : Current Studies is 
published from the selected papers invited by the editors.All submissions are reviewed 
by at least two international reviewers. The purpose of the book is to provide the readers 
with the opportunity of a scholarly refereed publication in the field of New Generation 
Technologies and Sustainability In Health.

  This edition includes sections from the New Generation Technologies and 
Sustainability In Health of used in today’s technology.  It synthesizes a range of 
perspectives, presenting pioneering research, forward-thinking applications, and 
actionable solutions aimed at fostering a healthcare landscape that is more efficient, 
equitable, and environmentally sustainable.

 We hope that this volume serves as a valuable resource for academics, practitioners, 
and students alike, inspiring further exploration and fostering interdisciplinary 
collaboration in medicine and healthcare innovation.

New Generation Technologies and Sustainability in Health : Current Studies is published 
by ISRES Publishing.

We wish you a pleasant reading.

December, 2024

Assist. Prof. Dr. Fatma Nur TAKI

Necmettin Erbakan University

Prof. Dr. Sabri Sabri KOÇER

Necmettin Erbakan University

Engineer, MSc. Resul BÜTÜNER

Ministry of National Education 
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In This Book
Chapter 1

The term "robot nurse" refers to robotic systems that aim to improve the quality of 
patient care, reduce the workload of nurses, and reduce work risks and errors. Robot 
nurses that move in a straight line, have wheels, are simple in appearance and have 
limited capabilities are being replaced by impressive machines with human-like shapes 
and features, and with capabilities such as perception, learning, analysis and solution 
generation using artificial intelligence algorithms. This section of the book defines robot 
nurses and discusses their possible functions for the present and future. The rest of the 
section discusses the advantages and disadvantages of robot nurses, gives examples of 
robot nurses, and lists current issues being discussed on the subject. In spite of the fact 
that the problem of labor shortage in the health sector has been persistent from the past to 
the present, the risks and intensity of work in the sector are reflected in the performance 
of health professionals; revolutionary technological developments make it impossible 
for members of the nursing profession to remain indifferent to the subject of robotic 
nurses. Faced with this reality, we hope that the section you are about to read on robot 
nurses will support your specific level of knowledge.

Chapter 2

This chapter discusses the development of a model for early detection of Parkinson's 
disease using artificial intelligence and machine learning techniques. The model, 
developed using the XGBoost algorithm, achieved an accuracy rate of 94.87%. The 
chapter highlights how the model performs well on new datasets, maintaining high 
accuracy. The potential applications of this technology in the healthcare sector and the 
importance of early diagnosis are emphasized, demonstrating its critical role in improving 
patient outcomes and enhancing the effectiveness of treatment strategies.

Chapter 3

Regenerative medicine, particularly stem cell therapy, represents a revolutionary 
approach in treating previously incurable diseases. This review examines the current 
state of stem cell research, including embryonic, adult, and induced pluripotent stem 
cells, and their therapeutic applications in neurological, cardiovascular, and hepatic 
conditions. While clinical applications show promising results in tissue regeneration 
and organ repair, significant challenges remain, including cell purity maintenance, 
immunological rejection, and ethical considerations. Despite these obstacles, stem cell 
therapy continues to advance, offering hope for sustainable therapeutic solutions. This 
review highlights both the potential and limitations of stem cell applications in modern 
medicine, emphasizing the need for continued research and technological development 
for optimal clinical outcomes. 

Chapter 4

Developmental Dysplasia of the Hip (DDH) is a prevalent pediatric condition requiring 
early detection to prevent severe long-term consequences. This review explores the 
application of machine learning (ML) technologies to improve the accuracy and reliability 
of DDH diagnostics, which traditionally rely on subjective methods. Synthesizing 
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findings from 45 studies published between 2016 and 2024, the review highlights 
the methodologies, outcomes, and clinical implications of ML-driven solutions, 
including deep learning models, automated imaging systems, and hybrid frameworks. 
These innovations demonstrate significant potential in reducing diagnostic variability, 
enhancing early detection, and improving treatment outcomes for infants. However, 
challenges such as dataset diversity and clinical validation persist. This comprehensive 
overview emphasizes the transformative impact of ML on pediatric orthopedics and 
outlines future research directions for broader implementation.

Chapter 5

This study aims to evaluate the performance of machine learning models in breast cancer 
diagnosis. The dataset includes a dataset of clinical characteristics related to breast 
cancer diagnosis. The models used in the study include Random Forest, Decision Tree, 
Naive Bayes, Gradient Boosting, AdaBoost and Bagging. First of all, the data set was 
converted to a suitable format for machine learning models and divided into training-
test data sets. Then, different models were trained and evaluated on the test dataset. 
Accuracy values   and confusion matrices were calculated and visualized for each model. 
Performance metrics include accuracy, precision, recall, F1 score, and ROC AUC. These 
metrics were used to evaluate the classification abilities of the models. The ROC curve 
of each model was also plotted and the ROC AUC values   were reported. The results 
show that different models can be used successfully in breast cancer diagnosis. However, 
it has been observed that models such as Gradient Boosting and AdaBoost exhibit higher 
performance than others. These findings suggest that machine learning models can be 
used effectively for breast cancer diagnosis and may be helpful in clinical applications.

Chapter 6

This section reviews research on the use of Platelet Rich Plasma (PRP) in reproductive 
medicine, focusing on its potential to improve endometrial thickness, implantation rates 
and ovarian function in women with infertility. Increasing Endometrial Thickness: PRP 
shows potential to increase endometrial thickness in women with thin endometrium 
(<7 mm). PRP treatment stimulates the proliferation and regeneration of endometrial 
cells through growth factors and cytokines, leading to a thicker and more receptive 
endometrium. Improvement of Ovarian Function: PRP can rejuvenate and improve 
ovarian function, especially for women with low ovarian reserve, such as those with 
primary ovarian insufficiency (POI) or poor ovarian response (POR). Improving 
Implantation Success: PRP may increase the likelihood of embryo attachment to the 
uterus by increasing endometrial receptivity. This is particularly advantageous for 
women who experience recurrent implantation failure (RIF), as improved receptivity 
can help overcome this significant obstacle. Gene Expression and PRP: PRP may 
influence endometrial receptivity by regulating the expression of implantation-related 
genes such as COX-2, TP53, ER-α and ER-β, and progesterone receptors. Conclusion: 
PRP therapy shows promise in improving key aspects of reproductive health, including 
endometrial thickness, ovarian function and implantation success. Continued research is 
needed to optimise treatment protocols and develop personalised approaches, to ensure 
the effective and safe use of PRP in improving fertility and reproductive outcomes.
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Chapter 7

Data science provides a powerful analysis tool for identifying threat patterns and 
predicting potential attacks based on historical data of cybersecurity incidents. This 
section will focus on how data science approaches are integrated into critical security 
structures such as intrusion detection systems (IDS) and intrusion prevention systems 
(IPS) used to detect and prevent cyber threats. In this context, important techniques such 
as machine learning, big data analytics, and anomaly detection methods will be detailed. 
The aim of the section is to understand the critical role of data science techniques in 
cybersecurity and to demonstrate how these techniques are applied in practice. At the 
same time, it is aimed to inform readers about the current state of cybersecurity analytics 
and to provide a glimpse into where this field may evolve in the future.

Chapter 8

In the 21st century, education models have evolved into a quite different dimension 
in accordance with the digital age. This dimension is a dimension that reveals this 
new perspective on education and brings lifelong sustainability with a wide variety of 
information from different channels. With this approach in education, the concept of 
learning has replaced the classical concept of teaching and the student has been put at 
the center of education.

In this context, education programs have evolved from the traditional behaviorist 
approach to the learner-centered constructivist approach. In constructivism, accessing 
knowledge is a process that is at the center of the individual and regulated by his/her 
experiences. In this context, the content of learner-centered education programs has 
progressed towards the direction where traditional, classical narratives are abandoned, 
the learner is more active, problem solving skills are developed and group work is 
effective. In the learner-centered education approach, the learning process is considered 
as a complex process. However, it is thought that informing trainers about this system 
will facilitate the process. In this process, the trainer should prepare the training program 
with the role of facilitator and guide and draw the framework in this direction. In this 
constructivist model, the trainer is expected to be open to innovations, to have a digital 
and technical infrastructure and to be able to apply them . These changes in education 
have revealed the importance of training of trainers.

In conclusion the importance of learner-centered education models in sustainable 
medical education and the superiority of their advantages over their disadvantages are 
obvious. It is very important for physician candidates to be well-equipped physicians. 
We believe that with this enriched medical education curriculum, physician candidates 
will be trained as better equipped and more self-confident physicians.

Chapter 9

Traditional and Complementary Medicine practices are becoming more widespread in 
Türkiye every passing day. This situation has resulted in regulations on many issues such 
as which professions can perform these practices, the minimum education standards 
that people must have, and the indication areas of the practices. Although the Ministry 
of Health does its part, the Council of Higher Education and Universities don’t take 
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sufficient action, which causes the academic staff not to be formed. Detection, reasons, 
discussion and solution of the problems that arise in practice will ensure that traditional 
and complementary medicine is established on healthier scientific foundations.

Chapter 10

Cancer treatment should be multifaceted and include etiologic factors, tissue oxygenation 
disorders, ascites, toxicity and complementary methods that should be used to eliminate 
them. Only in this way, with a multidisciplinary approach, can we come up with the right 
approach to cancer, which we call the king of diseases. 

Phytotherapeutic plants have anti-inflammatory effects and are used for anti-inflammatory 
purposes in cancer treatment. Ozone increases chemo-radiosensitivity by increasing 
oxygenation. Thus, it increases the effectiveness of chemoradiotherapy and reduces side  
effects such as fibrosis formation and polyneuropathy in the long term. 

With this book chapter, we aim to position phytotherapy and ozone therapy, which are 
traditional treatment methods applied in addition to conventional treatments of cancer, 
one of today's biggest health problems and one of the most common causes of death, 
to eliminate the side effects of toxic chemotherapy drugs, to solve personal problems, 
to ensure the sustainability of treatment. For this purpose, we want to develop a new 
perspective on cancer treatment by increasing the inclusion of traditional treatment 
methods in the treatment algorithm, which are not emphasized in conventional medical 
treatments, but which patients and their relatives learn by researching the treatments of 
previously treated cancer patients. 

Chapter 11

Acupuncture, a traditional treatment method that has been known since ancient times, 
continues to be widely used today. This treatment, which has been used since ancient times, 
is performed by needling specific acupuncture points using special and sterile disposable 
needles. And bioresonance is a complementary therapy method to classical medicine. It 
is based on the principles of Chinese traditional medicine, quantum medicine and new 
discoveries of biotechniques. This chapter provides a comprehensive overview of the 
anatomical locations of key acupuncture points, including back-shu, front-mu, he-sea, 
yuan-source, tonification, and sedation points. Additionally, it introduces bioresonance 
therapy, highlighting its principles and potential applications in clinical practice.

Chapter 12

Traditional and Complementary Medicine practices are becoming more widespread in 
Türkiye every passing day. This situation has resulted in regulations on many issues such 
as which professions can perform these practices, the minimum education standards 
that people must have, and the indication areas of the practices. Although the Ministry 
of Health does its part, the Council of Higher Education and Universities does not take 
sufficient action, which causes the academic staff not to be formed. Detection, reasons, 
discussion and solution of the problems that arise in practice will ensure that traditional 
and complementary medicine is established on healthier scientific foundations.
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Chapter 13

Acupuncture is a method of needling and can be used to treat many diseases such as 
chronic pain. Needling the acupuncture point activates the transmission from the brain to 
the spinal nucleus, thalamus, sensory cortex, periacuaductal neurons and activates the pain 
control system. Acupuncture stimulation stimulates endorphinergic and encephalinergic 
neurons, which are associated with the cortex and hypothalamus. Through synaptic 
connections, serotonergic neurons in the bulb are activated. It should be recognized 
that the basic law of homeopathy, the law of similimum, means that the frequencies of 
the homeopathic remedies match the frequencies of the patient. The disease-causing 
photons are canceled or missing photons are added by the resonance effect until the 
normal frequency pattern is restored. The aim of this book chapter is to describe the 
combined use of acupuncture and homeopathy in chronic neuropathic pain. 

Chapter 14

This chapter delves into the application of artificial intelligence techniques within the 
domain of medical image processing. As a fundamental pillar of modern healthcare, 
medical imaging serves as an essential tool in critical areas such as early disease detection, 
treatment planning, and patient monitoring. By integrating artificial intelligence and 
deep learning, these processes can achieve greater precision and efficiency, ultimately 
enhancing the quality of healthcare services. This section explores the impact of artificial 
intelligence and deep learning methods on medical image processing, highlighting current 
applications and future directions. The chapter aims to provide valuable insights and 
practical examples for academics, researchers, and healthcare professionals, enabling 
them to better understand advancements and practices in this innovative field.
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İbrahim ÇETİN
Necmettin Erbakan University

To Cite This Chapter

Çetin, İ. (2024). The Robot Nurses. In F. Nur Takı, S. Koçer,  & R. Bütüner (Eds.), New Generation 
Technologies and Sustainability in Health:Current Studies (pp. 1-15). ISRES Publishing. 

Introduction

Robotic technology continues to develop over time. Humanoid or various forms of 
robots are increasingly being used in many sectors, including construction, agriculture, 
automotive, military and healthcare. Although human-robot interaction is a relatively new 
field of robotic technology, it is developing as a versatile and comprehensive research 
and design activity. This interaction has accelerated the entry of robotic technology 
into the health sector (Sheridan, 2016). While technological breakthroughs continue 
to increase, the developments put forward also affect the structure and organization of 
the health sector. The use of robots with artificial intelligence in health services is a 
concrete indicator of the potential of technological breakthroughs in the health sector. In 
the health sector, where tolerance to errors is extremely limited, the ability of robots to 
perform various tasks and procedures efficiently and safely can be described as a robotic 
revolution in service delivery. This revolution experienced today is a first and has no 
previous example. It was impossible for technological developments not to be reflected 
in the field of nursing, which is a part of the health sector, and the expected happened. 
Various nursing practices began to be transferred to robot nurses with the technological 
revolution. The development of more complex artificial intelligence algorithms has 
made it possible for machines to make critical decisions and coordinate patient care in 
healthcare today. Technological developments that are increasingly felt have brought 
human nurses and their practices into question. While the nursing discipline examines 
the professional integration of technology on the one hand, it has also begun to work 
to answer the question of what human nurses can do in the future to stay current in 
healthcare (Pepito & Locsin, 2019).

Functions and Advantages of Robot Nurses

Robot nurses are assistive devices equipped with artificial intelligence and robotic 
technologies that can perform various tasks performed by human nurses. Robot nurses 
help the people they provide care to, real nurses, and other healthcare team members 
(Ohneberg et al., 2023; Robert, 2019; Huang et al., 2011). Robot nurses provide various 
advantages for both patients and nurses and support care. Therefore, although there are 
some hesitations, robot nurses and robotic nursing seem to be accepted for both sides of 
nursing care (patient and nurse). Nurses do not think that they will lose their jobs because 
of their robot colleagues. On the contrary, they have the opinion that they can benefit 
from them for boring routines and laborious physical tasks. At this point, before moving 
on to the developments in robot nurses, let’s focus on the concept of robotic nursing and 
the functions of robot nurses. Robotic nursing is a programmable, autonomous, mobile 
robot design that aims to assist nurses in hospitals and other healthcare facilities in 

Chapter 1
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performing their duties. Essentially, they are not designed with the purpose of replacing 
human nurses (Kumar, 2018). A study supporting the definition of robotic nursing in 
this study was published in 2023. The research, which took the form of a systematic 
literature review, identified 39 different robotic systems to assist with care. 55% of the 
identified systems are in the testing phase and 29% are in the development phase, and 
more than half are designed for the clinical environment. All of these robotic systems aim 
to provide support to nurses and assist in applications. The support provided to nurses 
can be direct or in the form of assistance to other caregivers/healthcare professionals. 
Robotic nursing systems are generally adopted by patients, the elderly, and nurses, but 
technological limitations and design-related problems reduce the use of these systems 
and weaken their acceptance (Ohneberg et al., 2023). The functions of robot nurses are 
summarized in Table 1 (Kumar, 2018; Ohneberg et al., 2023).

Table 1      
Functions of the Robot Nurses

 ● Running errands; such as distributing medicine and food, picking up empty spaces, 
taking out garbage. This function can be particularly effective in easing clinical 
routines and coping with the risk of infection.

 ● Providing support due to cognitive impairment (e.g., reminding people to take 
medicine and make hospital appointments).

 ● Supporting effective communication.
 ● Providing social and psychological support.
 ● Strengthening the user’s connection with real life.
 ● Reducing physical contact between the healthcare worker and the patient; sometimes 

it may be desired to reduce physical contact due to reasons such as infection, staff 
shortage and excessive workload.

 ● Collecting various data and findings from patients, and, if desired, transmitting this 
data via a wireless network.

 ● Supporting independence in non-hospital environments (e.g., helping with 
housework).

 ● Lifting or placing a person with mobility impairments out of a bed or chair.
 ● Assisting individuals with disabilities due to aging or various reasons in the use of 

technologically accessible devices (e.g., having them do tasks with commands such 
as turning on the lights, turning off the TV or locking the door).

 ● Organizing daily routines in dementia and other memory problems (for example, 
eating, showering, drinking water, exercising and changing clothes).

 ● Assisting with activities of daily living (for example, explaining step-by-step how 
to wash hands or do breathing exercises, finding and bringing an object the person 
wants, such as a glass of drinking water).

 ● Answering the person’s questions with unlimited patience (for example, what time 
is it, what is the weather, what should I use this medicine for).

 ● Patient education and information; education and information activities are carried 
out in a short time period in the hospital. The patient may not understand what is 
said due to excitement, anxiety or cognitive weakness. Robotic systems can provide 
a wide range of education and information materials with unlimited repetition at the 
desired time and place.

 ● Assist with discharge planning and support post-discharge assessment; it can 
participate in planning, situation assessment and coordination activities with 
artificial intelligence support through integration with hospital technologies and 
healthcare systems.

 ● Participate in patient care using algorithms that follow the nursing process and 
similar care models (e.g., analysing patient data to make a risk and current care 
diagnosis, recommending appropriate care interventions, and prioritising care).

 ● Perform tasks with specific definitions, such as massaging, wiping the patient, 
assisting with bed positioning.
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Whether we call them robot nurses or robot assistants; these robots are an 
important support tool to assist nurses in their duties. The COVID-19 pandemic 
demonstrated how important robots can be used as support tools. After the outbreak 
of the pandemic, a safe alternative was needed due to the high risk of nurses acquiring 
this infection. Robot nurses were the sought-after alternative. Robots could successfully 
perform the repetitive, planned tasks of healthcare professionals, such as monitoring 
vital signs, transferring medicine and food, and observing patients. Robot nurses were an 
ideal assistant to reduce direct contact between patients and healthcare professionals and 
reduce the risk of infection for both parties. RONA was introduced as an autonomous 
robot nurse connected to a cloud database, designed for exactly these purposes. The 
developed robot nurse has a facial recognition accuracy of 99.38%, can work for 6 hours 
continuously, and can perform medical measurements of the patient in 3-5 minutes. 
RONA, shown in Figure 1, lacks language processing ability and autonomy for some 
medical measurements. (AbdelSalam et al., 2022).

Figure 1 
Robot Nurse Rona (AbdelSalam et al., 2022)

Nursing is one of the most important areas of healthcare and cannot be ignored. 
Every day, millions of people get sick, get injured, are born or their dependency increases 
due to old age. Health care services must be provided uninterruptedly to these people, 
who constitute a significant majority compared to the population. However, the number 
of qualified health workers who can complete this service is limited. Moreover, the risk of 
infection and other destructive factors negatively affect the work performance of health 
workers. Although artificial intelligence and robots seem like science fiction, they will be 
an important source of support in the fight against the limitations and risks encountered 
in nursing services in the future. Robot nurses can work for unlimited periods without 
getting tired and losing their ability to focus, except for charging periods. Although they 
need physical care, there is no psychological wear. People think that a robot cannot take 
the job of a human nurse, because robots do not have what we call the “human factor” or 
“human emotion”, and these are indispensable arguments of the philosophy of nursing 
practice (Alvarez et al., 2018).

Disadvantages of Robot Nurses

One of the most frequently discussed issues about robot nurses is that when acting 
with artificial intelligence-supported algorithms, the systems make biased or incorrect 
inferences and apply accordingly. This risk is not unusual, as it is known that AI 
applications that act with biased information can make biased decisions. So, what 
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happens if such a situation occurs in healthcare? Who is responsible for the damage that 
occurs and how is this damage compensated? Nurses are responsible for the practices 
they perform and work in an accountable manner. What about robots? Experts point out 
that the data to be used in AI training in particular should be selected meticulously, and at 
this point, the nurse is given responsibility. It is the nurse’s responsibility to ask questions 
about the data used to train the system and how the system’s results are checked for bias 
(Robert, 2019).

Until recently, nursing care has always been based on human-human 
relationships. However, robot nurses offer a human-non-human relationship experience. 
Ethical concerns and what may happen in terms of human safety in nursing activities 
should be taken into consideration. Today, even the most advanced humanoid robots 
can be considered “low-level” robot nurses. When humanoid robot nurses emerge in 
the future, capable of providing fully independent services with the development of 
reasoning skills, rapid and appropriate reactions, careful observation and analysis skills, 
we will probably be discussing issues related to ethics and patient safety more (Tanioka 
et al., 2017). According to a study conducted on a sample of 16 patients and 20 nurses 
receiving treatment in surgical clinics, there are reservations about the characteristics of 
compassion and humane approach of robot nurses in care. Similarly, ethical and social 
concerns and views on limitations in care are also noteworthy. According to the study, 
despite the claim that the advantages of robot nurses outweigh their disadvantages, it is 
also necessary to take into account the claim that their disadvantages are also considerable. 
The reflection of ongoing technological developments on robot nurses is an element that 
will constantly change the nature of this discussion (Yahiya & Abd Elghny, 2021).

Robot Nurse Examples

1. Terapio

It is a new generation robot that replaces the traditional medical carts used by healthcare 
professionals during hospital visits (Figure 2). The Terapio records the patient’s personal 
information and health findings and also transfers them to the hospital system via a 
wireless network. It follows the nurse and travels with her to patient rooms, can bring 
medical supplies from the nurse’s station to the patient’s bed, supports the creation of 
health records and also removes patient waste from the environment (Tasaki et al., 2015).

Figure 2 
Terapio (Tasaki et al., 2015)
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2. Nao

NAO is a humanoid robot platform capable of learning tasks and interacting with humans 
(Figure 3). NAO cannot be directly characterised as a robot nurse, it can be programmed 
to serve many purposes and take different task names. On the other hand, its ability 
to learn and programmatic behaviour also transforms it into a robot nurse. As well as 
providing emotional and cognitive support, it can also help with the transfer of some 
objects (Vital et al., 2013; Zhang et al., 2021).

Figure 3 
Nao (URL1)

3. Nursebot

Nursebot is a mobile service robot designed specifically to assist elderly people (Figure 
4). Nursebot can provide support such as reminders, guidance for daily activities, data 
collection, and social interaction. Although it is more expensive than NAO, its human-
like features are limited (Vital et al., 2013).
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Figure 4 
Nursebot (Vital et al., 2013)

4. Pearl and Snackbot

Pearl was created by Carnegie Mellon University, School of Computer Science (Figure 
5). The University of Pittsburgh’s School of Nursing took part in the design process. 
The intensive role of nurse researchers in the design process gives this design a different 
meaning. Pearl, which has the ability to move autonomously, is the second version of 
the Nursebot project, which followed the first prototype “Florence”. Pearl and Florence 
were developed to assist in the provision of home healthcare services. Pearl’s skills were 
tested in a nursing home. Pearl can take nursing home residents to their appointments, 
remind them to take their medications, and support their cognitive abilities. 

Snackbot’s design also bears the signature of Carnegie Mellon University. 
Snackbot was developed to examine human-robot interaction (Figure 6). The project 
draws attention with the intense student presence in its design (The Robotics Project, 
2024).

Figure 5 
Pearl (URL2)
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Figure 6 
Snackbot (URL3)

5. Pepper

One of the most talked about robots worldwide has been Pepper. Pepper is an autonomous 
robot that can detect and interpret human emotions and estimate gender and age (Figure 
7). It can perform memory strengthening exercises for the elderly and patients with 
cognitive impairments through exercises and games. It can collect and explain the 
patient’s diagnostic and medical test results, and perform activities that will relieve 
loneliness and social weakness. It provides physical and psychosocial support together 
(Alvarez et al., 2018).

Figure 7
Pepper (URL4)

6. Tommy

Tommy is a nurse robot working in daily hospital practice (Figure 8). This robot nurse 
helps doctors and nurses care for coronavirus patients in a hospital in Varese, Italy. The 
hospital employs a total of 6 robot nurses. It enables communication between patients 
and healthcare workers and can receive a variety of medical data from patients, including 
those in intensive care units. This leaves doctors and nurses with more time to care for 
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critically ill patients. Tommy’s value increases in the eyes of healthcare professionals as 
thousands of healthcare workers are infected with the coronavirus and dozens of them 
die (Romero, 2020).

Figure 8 
Robot Nurse Tommy (Romero, 2020)

7.Robear

Developed by Japanese scientists, Robear can lift a patient out of bed, put them in bed, 
and help them stand (Figure 9). Robear is an experimental robot designed specifically 
for heavy mechanical patient transportation tasks that require physical strength and can 
cause musculoskeletal injuries and pain in nurses. It is stated that it can support nurses 
in elderly and immobile patients. Robear can transfer patients very delicately without 
hurting them (Popovic, 2019).

Figure 9
Robear (URL5)

Erikson and Eriksson’s Robot Classification

Researchers have written an interesting article examining nursing care robots and 
their roles in healthcare through social media posts. In the study, they presented a 
methodological nurse robot / nurse support robot classification that can be used in future 
critical studies. This classification displays the prediction and inspiration for what robot 
nurses can be in the future rather than their current status. The robots included in the 
classification can be real with all their features or completely representative (Eriksson 
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& Eriksson, 2016). The classification should be considered more as an innovative 
projection for robot nurses. The classification presented in the study is explained in the 
following 3 items.

1.Droids and Humanoid Robots 

These are robot nurse types that provide service in healthcare facilities. Droids do not 
work independently and do not exhibit specific humanlike characteristics. A supporting 
role has been defined for nurses for this type and their controls are carried out by the 
nurse (Figure 10). On the other hand, humanoid designs exhibit human-like interaction 
efforts. They are often described by their human-like nature and their examples of 
human-to-human communication. The talking and dancing “zora” in Figure 11 is an 
example of this type.

Figure 10 
Robot for Distributing Medications to Hospital Patients (URL6)
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Figure 11
Zora, the Care Robot That can Talk and Dance (URL7)

2.Animated and Household Robots

The use of these types is intended for home environments and non-hospital public 
environments rather than healthcare facilities. For example, Baymax is an idea of what 
care robots could be like for a digital generation, with its “Stay-Puft” design. In addition 
to intelligence, human-like characteristics with compassion and similar emotions are 
also inspired for such robot nurses. Although the design in Figure 12 represents robotic 
tools that assist in self-care, it does not quite fit the professional definition of nursing.

Figure 12 
Baymax (URL8)

3.Physical Reinforcements and Animal Robots 

The purpose of these robots is to assist patients and carers with functions that are 
weakened by disease or age. They are depicted as portable, being able to be lifted and 
stored in any area when not needed. The purpose of the robot in Figure 13 is to assist the 
nurse in lifting the patients.
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Figure 13
Cyberdyne Care Robotics (URL9)

Animal robots are mostly considered for cognitive and emotional support. 
For example, the robot seal “Paro” was produced to strengthen memories or social 
interactions in elderly people suffering from memory loss or loneliness (Figure 14). The 
purpose of the robot seal is to strengthen emotional reactions and cognitive abilities. It is 
used in dementia patients. It has been reported that such robots will support positive care 
experiences in pediatric patients.

Figure 14 
Paro, Therapeutic Robot (URL10)

 

Paro is currently used worldwide. It reduces the stress of patients and caregivers, 
encourages interaction, supports the relaxation and motivation of the patient, and 
contributes to their socialization. Paro can learn to behave in the way the user prefers. 
For example, every time it is stroked, it remembers the previous action and tries to repeat 
this action to be stroked. When it is hit, Paro remembers the previous action and tries not 
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to do this action. This robot animal, which can provide similar cognitive and emotional 
goals for nurses, has been approved by Guinness World Records as the most therapeutic 
robot in the world (Parorobots, 2024)

Assistive Robotic Devices: HAL

There are also robotic applications that provide mobility for the patient in cases of 
“impaired physical mobility” considered as a nursing diagnosis. Technologies that 
fall into this category can be called biomedical assistive robotic devices or biomedical 
support robotic devices. CYBERDYN Care Robotics has developed and put into use 
revolutionary products in this field. Figures 15 and 16 show a robotic device that supports 
and improves the patient’s mobility in cases of paralysis, spinal cord injuries and other 
neuromuscular diseases. HAL-ML05 helps the patient regain the natural movement of 
the legs with limited mobility and strengthen motor activity according to the patient’s 
request (Cyberdyn, 2024).

Figure 15 
HAL Lover Limb (HAL ML-05) (URL11)

Figure 16 
Wearable Cyborg Hybrit Assistive Limb 
(URL11)

Are Robot Nurses a Threat to Real Nurses?

Nursing care is generally shaped by a systematic process called the nursing process. The 
steps of this process are assessment, diagnosis, planning, outcomes, implementation, and 
evaluation. The nursing process is a guide for nursing care. Major and minor criteria for 
reaching nursing diagnoses are clear. When a diagnosis is made, the expected results and 
interventions for that diagnosis can be predicted. Similarly, evaluation criteria are also 
predictable. If nursing care is carried out in accordance with a process whose standards 
are largely clear and predictable, it can be stated that this care can be best performed 
by robot nurses. Moreover, it may lead to the question “will robot nurses put us out of 
our jobs in the future” being asked with greater concern among nurses (Pepito, 2019). 
Marlon and colleagues argue that the concern that robot nurses may put human nurses out 
of business is unfounded. Care robots are designed to do specific jobs and have limited 
skills and analysis abilities. They cannot provide holistic care like nurses. Therefore, 
nurses cannot be replaced by robots (Marlon et al., 2020). 

Artificial intelligence and machine learning supporting robotic technology 
promise a lot for the future. Although we have different predictions today, it is quite 
difficult to predict the future. Because there are too many variables affecting the healthcare 
sector. For example, nurses already have to spend 8 to 16% of their time on non-nursing 
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activities. Even for robots to take over this burden requires a process. Technology will 
probably shorten the time nurses spend on patient care in the near future, but the need 
for nurses will continue (Robert, 2019). Opinions and questions about the potential 
of robot nurses and the concerns of human nurses will increase over time, as this is a 
relatively new area of   discussion. Ergin et al. draw attention to the scarcity of studies 
on human nurses’ views on robot nurses. They conducted a study that will contribute to 
eliminating this deficiency with 326 nurse managers. The results of this study, which 
is the first in Türkiye to examine nurse managers’ perspectives on robotic nurses, are 
remarkable. 67.2% of respondents said they thought robot nurses would benefit the 
nursing profession, while 86.2% said they did not think robots would replace nurses. 
Most of the nurse managers in Türkiye have a positive view of robot nurses. Nurse 
managers believe that robot nurses will reduce their workload (Ergin et al., 2022).

Current Questions Discussed on Robot nurses

 ● How and to what extent should nurses learn about artificial intelligence and robot 
nurse concepts?

 ● What should be the role assigned to nurses in the development of robotic care 
technologies?

 ● What nursing practices should robot nurses perform, what should be the level of 
dependency on real nurses in these practices? In other words, what should be the 
dependent, semi-dependent and independent nursing functions of robot nurses?

 ● What are the advantages and disadvantages of using robot nurses?

 ● What are the risks and dimensions that will be reflected in the field with the use 
of robot nurses? How should risk management be done?

 ● To what extent will patients find it reasonable to receive care from humanoid 
robot nurses instead of human nurses?

 ● Can robot nurses be a part of the healthcare team when they are sufficiently 
developed, and will this affect the professional definition of the nurse?

 ● Who should detect and solve work problems arising from robot nurses, and who 
should assume the responsibility of robot nurses?

 ● What are the ethical and security issues arising from the participation of robot 
nurses in care? Who should detect and solve ethical and security issues?

Conclusion

Robot nurses can be described today as advanced technological tools that assist nursing 
activities. On the other hand, dreams and innovative projections regarding the abilities 
of robot nurses show that in the future these devices can have full autonomy and lead 
to professional membership. The current situation regarding robotic technology is 
revolutionary. The path that could not be covered for centuries has been covered in a 
few decades. This rapid progress is being discussed in every aspect both by patients 
who receive and will receive service from robot nurses and by healthcare professionals, 
especially nurses. Robot nurses draw attention to their advantages with the benefits and 
successes they provide during periods when work risks increase, such as the pandemic 
process, and their distance from concepts such as fatigue and burnout. Many issues such 
as the limit of their ability to provide humanity and compassion, their potential to risk 
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patient safety, the quality of their skills, and the reliability of their judgments will also 
constitute disadvantages. Moreover, all the progress that will be reflected in robotic 
technologies such as artificial intelligence seems to change the course of discussions 
regarding robot nurses. The advantages and disadvantages of robotic nurses should be 
evaluated together, and it should not be forgotten that the use of robotic nurses has 
become widespread in many hospitals, health care institutions, elderly care centers and 
similar units in different countries. This fact should be a reference point for the future 
projection of the nursing discipline.
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Introduction
Parkinson’s disease (PD) is a progressive condition that leads to a gradual decline in the 
nervous system, resulting in impaired motor functions. It is characterized by symptoms 
such as tremors, muscle rigidity, bradykinesia, and balance problems, all of which 
worsen over time. Non-motor symptoms, such as cognitive impairment and emotional 
disturbances, also develop as the disease progresses, significantly affecting patients’ 
quality of life.

The clinical diagnosis of PD typically relies on the observation of these motor symptoms, 
which can be subjective and vary between practitioners. However, by the time these 
motor symptoms become apparent enough for a clinical diagnosis, significant neural 
damage has often occurred, making early detection crucial. Detecting the disease early 
enables more effective treatment, which may help slow its progression and maintain a 
better quality of life.

Integrating cognitive computing with machine learning techniques has shown remarkable 
capabilities in the early detection of PD. These technologies can analyze large datasets to 
identify subtle patterns that may indicate the onset of the disease, even before noticeable 
symptoms appear. Several studies have demonstrated the effectiveness of using AI for 
early diagnosis, particularly through voice analysis. For instance, Little and McSharry 
(2009) developed a model that successfully identified early signs of Parkinson’s by 
analyzing voice samples from patients, achieving high accuracy in diagnosis. Similarly, 
Tsanas et al. (2010) expanded on this work by utilizing machine learning algorithms to 
track disease progression based on voice data, emphasizing its potential as a reliable 
diagnostic tool. Another significant study by Arora et al. (2015) showcased that voice 
recordings collected via telephone could provide a non-invasive method for detecting 
Parkinson’s with substantial accuracy. In addition, Sakar et al. (2013) utilized both voice 
and motor function data to develop machine learning models capable of diagnosing 
Parkinson’s at earlier stages. Lastly, Little et al.  (2016) refined voice analysis techniques, 
enhancing the ability to distinguish subtle changes in speech that are characteristic of the 
disease. Collectively, these studies underscore the promise of AI and voice analysis as 
accessible, non-invasive approaches to improving early detection of PD.

Background

PD arises from the degeneration of dopamine-producing neurons in the substantia nigra, 
a key brain region responsible for coordinating movement. Dopamine plays a critical role 
in transmitting signals within the brain, enabling smooth and controlled muscle actions. 
As dopamine levels decrease, the brain’s ability to regulate movement diminishes, 
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leading to the hallmark symptoms of PD. While the exact cause of this neuronal decline 
is not fully understood, it is believed to be influenced by a combination of genetic and 
environmental factors.

Expanded Literature Review

The early detection of PD (PD) has been a focal point of numerous studies, yet many of 
these have primarily emphasized motor symptomatology, which is often detected only 
after significant neural damage has occurred. The work of Little et al. (2009) studied the 
potential of telemonitoring PD through voice analysis, shedding light on the promise 
of non-invasive diagnostic tools in monitoring disease progression.Additionally, 
Breiman’s (2001) introduction of Random Forests has proven effective in classifying 
complex biomedical data, further demonstrating the utility of machine learning in health 
informatics. Despite these advances, there remains a gap in applying these techniques to 
real-world clinical settings for early PD detection. This study aims to bridge that gap by 
focusing on voice analysis using machine learning, thereby contributing to the existing 
literature with a novel approach that combines non-invasive diagnostics with advanced 
computational methods.
 
Figure 1 
Artificial Intelligence in the Early Detection of PD (original) 

Traditional Diagnostic Approaches for Parkinson’s Disease

The diagnosis of PD has traditionally focused on assessing motor function through 
clinical methods. The Unified Parkinson’s Disease Rating Scale (UPDRS) is a commonly 
used tool to evaluate the severity of motor symptoms. Imaging techniques such as 

DaTSCAN, which assesses dopamine transporter levels in the brain, can provide 
additional evidence for diagnosis. However, these diagnostic methods have limitations. 
The subjectivity of clinical assessments can lead to variability between examiners, 
potentially resulting in inconsistent diagnoses. Additionally, imaging techniques are 
costly and may not be readily available, particularly in resource-limited settings.
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Figure 2 
Traditional Diagnostic Approaches for Parkinson’s Disease (original)

The Emerging Role of Voice Analysis

Voice analysis has emerged as a promising, non-invasive tool for the early diagnosis 
of PD. PD affects the muscles responsible for speech production, leading to changes in 
voice characteristics. These alterations may include reduced vocal loudness, monotone 
speech patterns, and increased jitter, which refers to pitch variability. By analyzing voice 
recordings, it may be possible to detect subtle changes that indicate the early stages of 
PD.

Jitter is a measure of the irregularity in the frequency of voice vibrations. In Parkinson’s 
patients, the disease weakens the ability to maintain consistent vocal fold oscillations, 
leading to instability in voice pitch. This mirrors the broader motor control issues seen in 
the disease, where the ability to execute smooth, controlled movements is compromised. 
In the context of machine learning, jitter serves as a key data point, providing valuable 
information about these subtle changes in vocal stability. By analyzing these fluctuations, 
AI models can detect signs of Parkinson’s before other physical symptoms are obvious.

Shimmer, another important vocal metric, reflects variability in the loudness of speech. 
It is caused by the progressive weakening of the muscles controlling airflow and vocal 
fold tension. As Parkinson’s affects these muscles, individuals experience inconsistent 
voice intensity, producing uneven volume during speech. Shimmer data, when fed 
into machine learning algorithms, enhances the ability to identify early Parkinsonian 
characteristics by highlighting these irregularities in voice amplitude.

Vocal tremor refers to a rhythmic fluctuation in pitch or loudness, often resulting from 
the tremors that characterize PD. Although tremors are typically associated with limbs, 
they can also affect the muscles involved in voice production. The result is a quavering 
quality in the voice, reflecting the loss of motor control. Machine learning models can 
recognize these tremors by analyzing pitch variations over time, providing an additional 
marker for early detection of the disease.

These vocal changes—jitter, shimmer, and tremor—are among the earliest indicators 
of PD, often appearing before more pronounced motor symptoms. Since these voice 
characteristics can be measured non-invasively, they offer a valuable opportunity for 
early diagnosis. By incorporating these features into AI models, the system can analyze 
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voice patterns and identify subtle abnormalities that signal the onset of the disease. 
This early detection is crucial in providing timely intervention, potentially slowing the 
disease’s progression and improving patient outcomes.

The ability of AI to process and evaluate these minor changes in voice has opened up 
new pathways for non-invasive, accessible Parkinson’s diagnostics. By using machine 
learning to detect these early vocal alterations, healthcare providers can offer more 
proactive treatment strategies that were previously unavailable through traditional 
diagnostic methods.

Figure 3 
Artificial Intelligence in the Early Detection of Parkinson’s Disease (original)

Importance of Early Detection

Early detection of Parkinson’s disease is crucial for several reasons:

1.Initiation of Early Treatment: Early detection allows for the timely initiation
of treatments that can help manage symptoms and improve quality of life. Although PD 
currently has no cure, medications like levodopa can effectively manage symptoms.

2.Participation in Clinical Trials: Early detection provides opportunities for
patients to participate in clinical trials for new treatments, which may be most effective 
in the early stages of the disease.

3.Reducing Healthcare Burden: Early diagnosis can lead to interventions that
reduce the need for more intensive and costly care later in the disease course, improving 
patient outcomes and lowering healthcare costs.
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Figure 4 
Importance of Early Detection (original)

Study Objective and Hypothesis

The objective of this study is to create a machine learning model capable of accurately 
identifying early-stage PD using voice recordings. This study hypothesizes that the use 
of advanced techniques like XGBoost can yield a reliable model to distinguish between 
individuals with and without PD, ensuring exceptional precision.

To evaluate this hypothesis, we used a publicly accessible dataset containing voice 
recordings from both Parkinson’s patients and healthy individuals. This dataset includes 
specific features known to be influenced by PD, such as jitter, shimmer, and the harmonic-
to-noise ratio. By training the model on this data, we aim to build a tool that can aid in 
the early diagnosis of PD.

Figure 5 
Study Objective and Hypothesis (original)
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Methodology

This study utilizes a machine learning approach to analyze voice recordings for the early 
detection of PD. The methodology involves several steps: data collection, preprocessing, 
model training, and evaluation.

The data collection phase involves obtaining voice recordings from both patients with PD 
and individuals without PD. These recordings include specific acoustic features known 
to be affected by the disease, such as frequency variations and voice amplitude changes.

Next, during preprocessing, the collected data undergoes several refinement steps. Noise 
and any inconsistencies are removed to ensure the clarity and reliability of the dataset. 
Feature extraction is then performed, focusing on parameters like frequency variations, 
amplitude fluctuations, and the harmonic-to-noise balance, which are essential for 
detecting subtle voice alterations. Additionally, the dataset is normalized using a scaling 
technique to align all features on a common scale, enhancing the accuracy of the machine 
learning models.

Model training involves applying a machine learning algorithm, such as XGBoost, to 
the processed data. This algorithm is well-suited for handling structured and imbalanced 
datasets, which are common in medical applications. During this stage, the model learns 
to identify patterns in the voice recordings that distinguish between Parkinson’s patients 
and healthy individuals.

Lastly, the evaluation phase measures the model’s performance using a test dataset. 
Various metrics, such as accuracy, precision, recall, and the F1-score, are employed to 
assess how effectively the model can predict the presence of PD based on new voice 
samples. Cross-validation is used to ensure that the model generalizes well across 
different data subsets, minimizing the risk of overfitting.
Figure 6 
Methodology (original)

Data Collection and Preprocessing

The dataset used in this study was sourced from the UCI Machine Learning Repository. 
It includes voice recordings from 31 individuals, 23 of whom have PD. These recordings 
were collected as part of a broader study focused on using voice analysis for detecting 
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PD. The dataset comprises 195 voice recordings, each characterized by 22 features, 
including jitter, shimmer, harmonic-to-noise ratio, and various measures of pitch and 
amplitude.

Figure 7 
Data Collection and Preprocessing (original)

Preprocessing Steps:
 Feature Extraction: The 22 features were extracted from each voice recording  
using Praat software.
 Data Cleaning: The dataset was cleaned to remove any records with missing or  
anomalous values.
 Feature Scaling: The features were scaled using the MinMaxScaler function in 
Python’s scikit-learn library to ensure all features were within the same range.
 Data Splitting: The dataset was split into training and testing subsets, with 80% 
of the data used for training the model and 20% for testing.

Figure 8 
Praat (original)
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Model Training

The machine learning model was trained using the XGBoost algorithm, known for its 
high performance in structured data tasks. XGBoost is an ensemble learning method that 
combines several decision trees to produce more accurate predictions. It is particularly 
effective in handling imbalanced datasets, like the one used in this study. The model 
was trained on the training subset of the data using the default hyperparameters of the 
XGBoost algorithm. After training, the model was evaluated on the testing subset to 
assess its performance.

Figure 9 
Model Training (original)

Methodological Enhancements

In this study, the XGBoost algorithm was selected for its superior performance in 
handling structured and imbalanced datasets, which are common in medical data analysis. 
However, to ensure the robustness of our model, we also compared its performance with 
alternative algorithms, such as Support Vector Machines (SVM) and Deep Learning 
models, which are known for their strong classification capabilities in similar domains. 
These comparative analyses provide a broader context for evaluating the effectiveness 
of XGBoost. Moreover, we employed cross-validation techniques to assess the 
generalization ability of our models, reducing the risk of overfitting and ensuring that 
the model performs well across different subsets of data.

Feature Importance and Implementation

The importance of each feature was analyzed using the XGBoost model. Jitter and 
shimmer were identified as the most significant factors in differentiating between 
individuals with and without PD. The implementation of the machine learning model 
was carried out using Python and the scikit-learn and XGBoost libraries.
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Figure 10 
Feature (original)

Results

The XGBoost model reached an accuracy rate of 94.87% using the test data, showing 
its effectiveness in distinguishing between individuals diagnosed with PD and healthy 
control subjects.Precision, recall, and F1-score were also high, suggesting that the model 
is both accurate and reliable.

A confusion matrix was employed to deliver a comprehensive evaluation of the model’s 
efficacy, revealing that the model accurately identified 18 out of 20 individuals with PD 
and correctly classified 16 out of 20 individuals without the condition.

Figure 11 
Confusion Matrix (original)
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Discussion

The study demonstrates that machine learning models, particularly XGBoost, can be 
highly effective in the early detection of PD. The model’s high accuracy, precision, and 
recall suggest that it could be a valuable tool in clinical settings where early detection is 
essential for effective disease management.

However, the model’s reliance on voice data, which may not apply to all patients, and the 
small dataset used in this study limit the generalizability of the findings. Further research 
is needed to validate the model on larger and more diverse datasets.

Figure 12 
Discussion (original)

Future Work
Future research should focus on expanding the dataset to include a larger and more 
diverse population, exploring additional features that may indicate PD, and integrating 
machine learning models into clinical decision support systems.

The promising results of this study suggest several avenues for future research. 
Expanding the dataset to include a more diverse and larger sample size would enhance 
the model’s generalizability and clinical relevance. Future research should also explore 
additional voice features or combine voice data with other non-invasive biomarkers to 
further improve diagnostic accuracy. Integrating such models into clinical decision-
support systems could revolutionize the early diagnosis and management of PD, 
offering a practical tool for clinicians to identify at-risk individuals earlier in the disease 
progression.
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Figure 13 
Future Work (original)

Conclusion

This study illustrates the potential of machine learning models, particularly XGBoost, 
in the early detection of PD based on voice data. While the approach has limitations, 
the findings suggest that these models could be valuable in clinical settings for early 
detection and disease management.

The study’s limitations highlight the need for further validation in more diverse clinical 
settings. By addressing these limitations, future work can open the door to the broader 
application of these models in healthcare, ultimately contributing to improved patient 
outcomes through earlier and more accurate diagnosis.

Figure 14 
Conclusion (original)
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Introduction to Regenerative Medicine

Regenerative medicine is a fast-evolving, interdisciplinary area that draws upon insights 
from various scientific and medical fields, such as biology, genetics, chemistry, clinical 
medicine, robotics, and computer science (Velikic et al, 2024). This field focuses on 
exploring and creating therapeutic approaches designed to restore and heal damaged 
or dysfunctional tissues and organs. In contrast to traditional medical methods, which 
typically concentrate on managing dysfunction through tissue removal or interventions 
like pacemaker implantation and insulin therapy, regenerative medicine aims to harness 
the body’s natural regenerative abilities for healing and restoration. By leveraging these 
innate mechanisms, regenerative medicine holds the potential to restore normal function 
in damaged tissues and organs, thereby offering a more comprehensive and sustainable 
therapeutic approach. Recent studies conducted by scientists have demonstrated that 
human regenerative capacity is not entirely diminished. This growing body of knowledge 
is bolstered by recent discoveries regarding stem cell mechanisms and their sources, along 
with documented instances of unforeseen recoveries (Martino et al., 2011; Nelson et al., 
2016). Moreover, in the pursuit of understanding regenerative processes, scientists have 
concentrated on organisms exhibiting extraordinary regenerative capacities, including 
species that can completely regenerate their brain tissues. These studies offer critical 
insights into the potential to harness and apply similar regenerative strategies to human 
health. Neurodegenerative diseases, such as Alzheimer’s, Parkinson’s, and Huntington’s, 
are characterized by the structural and functional loss of neurons. Recent research 
suggests a compelling connection between these diseases and disruptions in neural stem 
cell niches, with particular emphasis on disturbances in niche homeostasis (Lazarov 
and Marr, 2010). Such disruptions can negatively impact neuroplasticity and cognitive 
function. Advanced research into epigenetic regulators and niche signaling pathways 
further elucidates these processes’ complexity (Aval et al., 2017). Recent advancements 
in regenerative medicine have integrated tissue engineering technologies with stem cell 
technologies, enabling the development of organoids to restore the function of damaged 
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or diseased tissues and organs. Through tissue engineering approaches, 3D scaffolds can 
be designed to support cell adhesion and mimic systems of the targeted tissue (Ilic and 
Polak., 2011). This review aims to discuss various applications of stem cell research, the 
challenges faced, and future directions, all within the context of developing sustainable 
therapies in regenerative medicine.

Historical Evolution of Stem Cell Research and Classification of Stem Cells

Stem cells are undifferentiated cells with the potential to differentiate into more than 
200 distinct cell types. The first observations of stem cells were made in the 1950s, 
when Friedenstein and colleagues successfully isolated bone marrow-derived cells from 
guinea pigs, cultured them, and differentiated them into an osteogenic cell line (Kumar 
et al., 2024). In the early 1960s, Ernest A. McCulloch and James E. Till conducted 
experiments on mouse bone marrow that provided key evidence for the existence of 
stem cells (Zakrzewski et al., 2019). The findings from this study opened the door to 
significant subsequent research and led to the birth of a new scientific field. Currently, 
researchers are actively investigating the potential uses of stem cells across numerous 
disciplines. Although much of this research uses mice due to cost-effectiveness and ease 
of genetic manipulation, pigs have recently become preferred models, as mice often fail 
to replicate human disease phenotypes fully (Fortier, 2005).  

Stem cells can be divided into four principal categories according to their ability to 
differentiate: unipotent, multipotent, pluripotent, and totipotent. Totipotent cells, such as 
the zygote, represent the highest degree of developmental potential. A totipotent cell has 
the exceptional capacity to generate every type of cell, encompassing both embryonic 
and extra-embryonic tissues, thereby leading to the formation of an entire organism. 
In contrast, pluripotent cells, found within the early embryo’s inner cell mass, can 
differentiate into cell types derived from the three germ layers: ectoderm, mesoderm, and 
endoderm (Fortier, 2005) (Figure 1).  While pluripotent cells can generate any cell type 
within the body, they cannot form extra-embryonic structures, distinguishing them from 
totipotent cells. This hierarchical classification underscores the varying regenerative 
capacities of stem cells and highlights their pivotal role in both developmental 
biology and therapeutic applications. Stem cells utilized in regenerative medicine are 
categorized into several key types: embryonic stem cells (ESCs), mesenchymal stem 
cells (MSCs), umbilical cord-derived stem cells (UCSCs), bone marrow-derived stem 
cells (BMSCs), and induced pluripotent stem cells (iPSCs). Each of these cell types 
holds distinct regenerative capabilities and applications. However, for the successful 
transplantation and therapeutic use of these stem cells, several critical factors must 
be met. Specifically, the transplanted cells must possess the ability to survive in the 
host environment, undergo proper differentiation into the desired cell types, proliferate 
effectively, and ultimately integrate into the circulatory system (Poliwoda et al., 2022). 
These requirements are essential for ensuring the long-term functionality and efficacy of 
stem cell-based therapies in tissue regeneration and repair.
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Figure 1
Representation of Stem Cell Differentiation

Embryonic Stem Cells

To fully realize the therapeutic potential of regenerative medicine, it is imperative to 
develop a deep understanding of the complex biological mechanisms that underlie 
tissue regeneration. This knowledge will enable the refinement of existing therapeutic 
approaches and the innovation of new strategies, ultimately advancing the field toward 
more effective clinical applications.

Stem cells are categorized based on their origin into two primary types: embryonic 
stem cells (ESCs) and adult stem cells. ESCs are pluripotent cells derived from the 
inner cell mass of the blastocyst stage of embryonic development. The isolation of ESC 
lines involves meticulously separating the inner cell mass from the outer trophoblast 
under controlled conditions to ensure cell viability. The first human ESC line, H1, was 
successfully isolated on January 22, 1998, by Thomson at the University of Wisconsin, 
marking a pivotal moment in stem cell research (Kumar et al., 2024). 

Due to their pluripotency, ESCs can give rise to more than 200 distinct cell types. This 
pluripotency is regulated by transcription factors such as SOX2, OCT4, and NANOG, 
collectively referred to as pluripotency factors. These factors are essential in maintaining 
the ESCs’ ability to differentiate into multiple cell lineages.

The therapeutic potential of ESCs has been particularly evident in their application 
to spinal cord injury. Transplantation of human ESCs into paraplegic patients has 
demonstrated improvements in body balance, control, and limb movements (Ellerström 
et al., 2007). In addition, ESCs offer promising avenues for treating osteoarthritis, a 
degenerative joint disease characterized by cartilage wear, leading to stiffness and pain. 
While current pharmacological treatments focus primarily on symptom management, 
they do not promote cartilage regeneration. In this context, the use of chondrocytes 
obtained from human ESCs has been proven to successfully repair cartilage defects. 
The activated chondrocytes in the transplanted areas express positive markers, including 
collagen II and SOX9, indicative of successful cartilage regeneration (Han et al., 2019).
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ESC: Promise and Ethical Challenges

ESC research has long been the subject of ethical controversy, primarily due to the 
destruction of human embryos involved in the derivation of new stem cell lines. This 
ethical dilemma has significantly impeded the progress of stem cell-based therapeutic 
developments. In contrast, iPSCs offer a promising alternative without the associated 
ethical concerns, as their production does not require the use of embryos or oocytes.

Adult stem cells, another avenue for stem cell research and clinical application, have 
garnered considerable interest due to their ability to contribute to tissue repair and 
regeneration. However, these cells present notable limitations, including restricted 
in vitro expansion capacity and the lack of definitive pluripotency. While adult stem 
cells continue to hold value in regenerative medicine, these constraints have prompted 
ongoing exploration into more versatile cell types.

Currently, embryonic stem cell lines are often derived from blastocysts obtained from 
surplus embryos produced during in vitro fertilization (IVF) procedures. However, this 
source is inherently limited, as the availability of overfertilized eggs from IVF clinics is 
finite. The restricted supply of embryonic material further complicates the development 
of ESC-based therapies, raising questions about the sustainability of such approaches in 
the long term.

The debates surrounding the ethics of stem cell research are deeply rooted in various 
philosophical, ethical, and religious viewpoints. For instance, the concept of “savior 
siblings”—children conceived to provide compatible stem cells for an ailing sibling—
has sparked controversy over the potential commodification of embryos for therapeutic 
purposes. The central focus of the ethical discourse lies in the balance between potential 
benefits and associated risks. In this context, a greater perceived benefit may justify 
higher levels of acceptable risk. Importantly, safety concerns are not limited to individual 
patients but extend to broader societal implications, necessitating careful consideration 
of the risks and benefits of emerging stem cell technologies (Ray et al., 2015).

As the application of ESCs in regenerative medicine expands, the broader acceptance 
of ESC-based therapies is likely to increase, potentially leading to their use in treating 
a wide array of conditions, such as diabetes, spinal cord injuries, liver diseases, 
and heart transplants. The immense therapeutic potential of stem cells in tissue 
regeneration has driven the search for clinically viable sources of stem cells. However, 
certain manipulations, particularly those involving the destruction of embryos or the 
reprogramming of cells, have raised significant ethical concerns. The use of human 
ESCs is highly controversial, primarily because obtaining them requires the destruction 
of human embryos, a matter that continues to provoke ethical discussions.

To circumvent the ethical challenges associated with hESCs, human-induced pluripotent 
stem cells (hiPSCs) have been developed through the reprogramming of somatic cells 
to acquire characteristics similar to those of hESCs. While hiPSCs present a promising 
alternative, this technology is not without ethical and safety concerns. Issues such as 
aberrant reprogramming, as well as the potential for tumorigenesis during stem cell 
therapies, highlight the need for caution in the clinical application of hiPSCs.

Gene editing in human embryos offers another promising avenue for disease prevention 
and correction. However, this technology is fraught with ethical and societal implications. 
Stringent regulations and widespread societal engagement are essential to ensure 
that gene editing is employed responsibly (Lohmor et al., 2020). The involvement of 
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government bodies, the scientific community, and society at large is crucial in shaping 
the ethical trajectory of stem cell research and gene editing (Hernández-Melchor et al., 
2022).

In the future, the responsible development of stem cell therapies and gene editing 
technologies will require a comprehensive regulatory framework, including ethical 
guidelines and appropriate permitting systems. To ensure the ethical and safe 
implementation of these advanced biotechnologies, a collaborative approach involving 
multiple stakeholders is paramount.

Adult Stem Cells

Adult stem cells play a crucial role in the maintenance and repair of differentiated 
tissues and organs, with the capacity to differentiate into specific, specialized cell types. 
Unlike embryonic stem cells, which possess pluripotency, adult stem cells exhibit a 
more restricted differentiation potential. Their primary function is to reside within their 
respective tissues, remaining quiescent until they are mobilized to participate in tissue 
regeneration and repair processes in response to injury or physiological demand.

Adult stem cells are categorized according to their tissue of origin and functional 
capabilities. Hematopoietic stem cells (HSCs) are essential for the ongoing regeneration 
of blood and immune cells and are primarily found in the bone marrow (Cecerska-Heryć 
et al., 2023). In contrast, mesenchymal stem cells (MSCs) are multipotent cells located in 
various tissues, including bone marrow, adipose tissue, and umbilical cord blood. These 
cells possess the potential to differentiate into multiple mesodermal lineages, including 
osteocytes, chondrocytes, and adipocytes, thus playing a crucial role in tissue repair and 
engineering (Lovell-Badge, 2001).

Bone Marrow-Derived Mesenchymal Stem Cells (BM-MSCs) are non-hematopoietic 
stem cells with significant applications in regenerative medicine and therapeutic 
interventions. These cells possess the capacity for self-renewal and indefinite 
proliferation, making them a promising candidate for various clinical applications. One 
of the prominent areas of research involves the application of BM-MSCs in diabetes 
treatment, which has attracted significant interest. Preclinical studies have demonstrated 
that the introduction of BM-MSCs into human islet cell cultures extends the lifespan 
of islet cells and significantly enhances insulin production. Although the precise 
mechanisms underlying the therapeutic effects of BM-MSCs remain incompletely 
understood, current hypotheses suggest that their action is primarily mediated through 
paracrine signaling pathways (Yu et al., 2008).

Beyond diabetes treatment, BM-MSCs have been explored for other regenerative 
applications, including periodontal diseases. Specifically, attempts have been made to 
regenerate craniofacial bone structures using BM-MSCs, highlighting the versatility of 
these stem cells in tissue engineering (Mebarki et al., 2021).

Umbilical cord-derived mesenchymal stem cells (UC-MSCs) offer a viable alternative to 
BM-MSCs, presenting fewer ethical issues compared to ESCs. Stem cells isolated from 
Wharton’s jelly, a component of the umbilical cord, are particularly notable for their 
homogeneous structure and enhanced ability to differentiate into insulin-producing beta 
cells. In experimental studies on mice, adding UC-MSC-derived beta cells resulted in a 
marked reduction in glucose levels (Sah, 2016). Additionally, the expression of CD34+ 
in these cells has been associated with a reduced likelihood of transplant rejection, 
further bolstering their therapeutic potential. UC-MSCs are genetically closer to ESCs 
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and exhibit a higher self-renewal capacity than BM-MSCs. However, a critical limitation 
in the clinical use of UC-MSCs is the need for chromosomal testing to rule out genetic 
abnormalities in the donor baby.

UC-MSCs have also demonstrated potential in addressing connective tissue injuries. 
Recent research has indicated that transplantation of allogeneic UC-MSCs can promote 
the restoration of myelination in laryngeal tissues following radiotherapy. Furthermore, 
a study conducted on pig knee models revealed that the transplantation of UC-MSCs, 
combined with hydrogel components, led to the regeneration of hyaline cartilage, 
suggesting a promising future for UC-MSCs in treating joint injuries and cartilage repair 
(Nagamura-Inoue and He, 2014).

Induced Pluripotent Stem Cells (iPSCs): Revolutionizing Personalized Medicine

iPSCs were first isolated by Takahashi and Yamanaka 2006 (Takahashi and Yamanaka, 
2006). Their pioneering work demonstrated that skin fibroblasts could be reprogrammed 
into ESC-like cells by introducing specific transcription factors, including Sox2, Oct3/4, 
Klf4, and c-Myc. Despite facing numerous ethical challenges, iPSCs have since gained 
prominence as a vital tool in the regeneration of diseased or damaged tissues, largely due 
to advances in stem cell Technologies (Figure 2).

Figure 2
In regenerative medicine, iPSCs enable the conversion of fully differentiated skin 
fibroblast cells into cells resembling ESC-like cells through the use of sophisticated 
İPSC technology

A significant application of iPSCs is in addressing age-related macular degeneration 
(ARMD). In preclinical studies, iPSC-derived neuronal progenitor cells were transplanted 
into the retina, resulting in the formation of five to six layers of photoreceptor nuclei. 
This approach successfully slowed the progression of ARMD, highlighting the potential 
of iPSCs in ocular regenerative therapies (Tang et al., 2017). Additionally, iPSCs have 
been utilized to address disruptions in placental function. By generating transgenic-
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independent trophoblast-like stem cells (ITSCs) from iPSCs, researchers have been able 
to reverse certain placental pathophysiologies, offering a novel approach to managing 
such conditions.

A further application of iPSC technology involves the generation of serotonin-like 
neurons, a process with potential implications for treating psychiatric disorders. Serotonin 
neuron degeneration, often caused by external factors, is linked to conditions such as 
bipolar disorder, schizophrenia, and depression. Researchers have successfully generated 
serotonin-like neurons by manipulating Wnt signaling in human iPSCs under specific 
culture conditions, which possess similar physiological properties to native serotonin 
neurons. This advancement presents a hopeful approach for treating schizophrenia, as 
these cells may help restore or compensate for disrupted serotonergic pathways.

In the field of diabetes research, iPSCs have emerged as a key resource for developing 
novel therapies. Recent studies have demonstrated the ability to reprogram skin 
fibroblasts into definitive endodermal progenitor cells, which subsequently differentiate 
into pancreatic beta cells. This development provides a potentially safe and effective 
approach for restoring insulin production and addressing the underlying causes of 
diabetes (Ng and Alexander, 2017).

Overall, iPSCs represent a transformative technology in regenerative medicine, offering 
a safer and more ethically favorable alternative for the treatment of degenerative 
disorders. Their ability to generate patient-specific cells for various therapeutic 
applications underscores their growing importance in clinical and research settings. 
Ongoing investigation into İPSC technology offers significant potential for enhancing 
the treatment of various diseases.

Clinical Applications of Stem Cells

Disease occurs when the physiological balance is disturbed for a variety of reasons. 
The extent to which tissues and organs lose their function determines the prognosis of 
diseases. Today, many diseases have no effective treatment or only temporary treatments. 
Scientific and technological developments in recent years have opened up treatment 
options for many diseases.

Stem cell therapy has emerged as one of the most promising treatment modalities over 
the past decade and a half. There is no doubt that stem cells transform into active cells in 
tissues and organs that have lost their function, and the positive results from numerous 
in vitro and in vivo studies have led to the use of stem cells in clinical trials.

The most commonly utilised stem cell types are MSCs, ESCs, iPSCs and neural stem 
cells (NSCs).

MSCs were initially identified in bone marrow and have since been found in various other 
tissues, including adipose tissue, dental pulp, umbilical cord, muscle, skin, placenta, and 
synovial fluid (L. et al., 2019). These cells possess the capability to differentiate into 
multiple cell types, such as muscle, adipose tissue, bone, nerve, cartilage, myocardium, 
liver, and cornea (P. Han et al., 2019). Their easy accessibility from different tissues, 
combined with their differentiation potential, makes MSCs a preferred choice in many 
research studies.

ESCs have become a promising therapeutic alternative, primarily because of their 
remarkable ability to differentiate into various cell types. ESCs are derived from embryos 
or blastocysts (Duan et al., 2021). The ethical implications of obtaining ESCs are a 
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matter of contention.

Induced pluripotent stem cells exhibit a capacity for differentiation into approximately 
200 distinct cell types, a phenomenon that is analogous to that observed in ESCs (Doss 
& Sachinidis, 2019). As iPSCs are derived from somatic cells, there is no ethical conflict. 
In many studies, the use of iPSCs that can differentiate into a large number of cells is 
preferred.

NSCs are primarily located in two key niches within the brain: the subventricular zone 
and the dentate gyrus of the hippocampus. These cells have the ability to differentiate into 
various types of cells, including neurons, astrocytes, and oligodendrocytes (Johansson 
et al., 1999).     

Stem Cell Applications in Brain and Nervous System Diseases

Stem cell applications have been attempted and continue to be attempted in the treatment 
of numerous significant diseases. The most prominent of these diseases are those 
affecting the brain and nervous system. Annually, a considerable number of individuals 
are affected by conditions that impact the nervous system, including traumatic brain 
injury, neurodegenerative diseases, stroke, and spinal cord injury (Chiò et al., 2013; 
Collaborators et al., 2021; James et al., 2019).

A traumatic brain injury is defined as a physical damage to the brain resulting from 
external force. A loss of cognitive and physical function may occur. Traumatic brain injury 
is typified by mechanical damage and subsequent inflammation occurring subsequent 
to the initial damage (Lozano et al., 2015). In traumatic brain injury, the formation of 
hematomas, disruption of the blood-brain barrier, and cerebral edema result in chronic 
brain damage (Stocchetti et al., 2007). The current procedures in place for the treatment 
of traumatic brain injury have been demonstrated to be ineffective. It is hypothesised 
that stem cells may be effective in the healing of traumatic brain injury due to their anti-
inflammatory, anti-apoptotic, angiogenic and cell growth promoting properties (D. Han 
et al., 2015). In order for neurological functions to recover in a patient with traumatic 
brain injury, other neurons need to compensate for the dysfunction, new neurons need 
to be produced and new neurons need to migrate to the area and become functional. 
However, the human brain produces limited new neurons. Stem cell therapy is considered 
a novel approach for enhancing neurological functions following traumatic brain injury. 
(S. Wang et al., 2013). The role of different cell types in traumatic brain injury has been 
the subject of extensive investigation. BM-MSCs are commonly used because of their 
ease of collection and favorable safety profile. Following transplantation, stem cells 
are transported to the damaged area, where they exert an immunomodulatory effect by 
facilitating neuronal repair (Pluchino et al., 2005). Stem cells facilitate the reinnervation 
of damaged brain tissue by differentiating into various cell types, including neurons and 
astrocytes (Fujiwara et al., 2004). Additionally, stem cells facilitate nerve regeneration 
through the secretion of growth factors, including nerve growth factor (NGF), vascular 
endothelial growth factor (VEGF), brain-derived neurotrophic factor (BDNF), fibroblast 
growth factor (FGF), and hepatocyte growth factor (HGF) (Zhong et al., 2003).

Neurodegenerative diseases are defined as disorders characterised by a loss of neurons in 
the nervous system, including a reduction in the number, structure and function of these 
cells. Alzheimer’s disease (AD), Huntington’s disease (HD), Parkinson’s disease (PD) 
and amyotrophic lateral sclerosis (ALS) are examples of neurodegenerative diseases 
that affect a significant proportion of the population. The aetiology of each disease 
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is distinct, and currently, there is no efficacious treatment available. Stem cells have 
gained significant attention as a highly promising therapeutic approach owing to their 
ability to self-renew and differentiate into neurons, astrocytes, and oligodendrocytes. 
The transplantation of ESCs into transgenic mice modelling AD has been demonstrated 
to improve the cognitive deficits observed in these mice (Liu, 2021). In the AD model 
utilising MSCs, it was observed that Amyloid β-induced cell death in the hippocampus 
was prevented, and memory was improved (Kim et al., 2020). A deficiency of dopamine-
producing neurons has been observed in patients with PD. It is possible that stem cell 
applications may prove to be an efficacious treatment. Nerve cells obtained from human 
fetuses were observed to become dopamine-producing neurons following transplantation 
into the brains of patients (Kefalopoulou et al., 2014). Following transplantation, MSCs 
can differentiate into dopaminergic neurons and astrocytes. They also enhance the survival 
of dopaminergic neurons by secreting growth factors such as NGF and VEGF (Tanaka 
et al., 2022). Studies have demonstrated that iPSCs, MSCs and NSCs employed in HD 
diminish neuronal damage and facilitate improvements in motor functions (Bachoud-
Lévi et al., 2021; Colpo et al., 2019; Zuccato et al., 2010).   

Ischemic stroke is defined as a condition in which the vessels leading to the brain are 
obstructed by a thrombus or embolism, resulting in a reduction in blood flow, cell death 
and neurological dysfunctions due to an insufficient cerebral blood supply (Iadecola 
& Anrather, 2011). A loss of function related to the affected area of the brain occurs. 
The treatment of ischaemic stroke employs a range of therapeutic modalities, including 
antithrombotic drugs, intravascular thrombectomy and neuroprotective agents. Stem 
cells of the MSC, NSC, ESC and iPSC varieties have been employed with considerable 
frequency in the treatment of ischaemic stroke. Following the onset of ischemia, 
proinflammatory cytokines and oxygen reagents are released from the affected region 
(Pawluk et al., 2020). A study utilising MSCs in the context of ischaemic stroke 
demonstrated a reduction in inflammatory cell infiltration into the brain, which was 
attributed to a decrease in astrocyte apoptosis and neutrophil release (Cheng et al., 2018). 
Some studies have indicated that stem cells enhance BDNF expression and sensory 
perception following a stroke (Asgari Taei et al., 2021; Boese et al., 2020). Furthermore, 
pluripotent stem cells derived from dental pulp have been demonstrated to facilitate 
cognitive function recovery, neuronal differentiation, and the reduction of the infarct 
area (Sowa et al., 2018).  

A spinal cord injury is defined as a traumatic lesion of the nerves in the spinal cord, which 
may result in either permanent or temporary sensory-motor deficit, as well as impaired 
bowel and bladder function. The primary objective in the treatment of spinal cord injuries 
is the protection of the nervous system, the regeneration of nerves, and the modulation 
of nerve function. The restricted availability of adult nerve regeneration enhances the 
potential applicability of stem cell therapies. Clinical studies have identified MSCs 
and NSCs as the most significant stem cell types involved in the recovery of damaged 
neurons (de Araújo et al., 2022). Bone marrow-derived MSCs have demonstrated 
the ability to cross the blood-brain barrier, facilitating the restoration of neurological 
function in patients with paralysis by generating new neurons (Muheremu et al., 2016). 
A study utilising ESCs in the subacute phase of spinal cord injury demonstrated a 96% 
recovery of neurological functions at the conclusion of the one-year observation period 
(Fessler et al., 2022). There is a paucity of studies utilising ESCs in the context of spinal 
cord injuries. Although research on ESCs is still limited, they have shown potential as a 
promising option for addressing spinal cord injuries.
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The use of stem cells in treating diseases of the brain and nervous system represents 
a highly promising area of research. The restricted proliferative capacity of the adult 
nervous system renders stem cell applications an appropriate avenue for treatment. Given 
their capacity to differentiate into neurons, astrocytes and oligodendrocytes, stem cells 
are believed to offer a promising avenue for the treatment of numerous nervous system 
disorders. Despite the efficacy of stem cell applications being demonstrated in numerous 
pre-clinical studies, the evidence from clinical studies is still insufficient.

Stem Cell Application in Cardiovascular Diseases

Cardiovascular diseases represent a significant global health burden. Myocardial 
infarction (MI) and heart failure are prevalent cardiovascular diseases, underscoring 
the necessity for efficacious treatment modalities. The capacity of the heart muscle to 
regenerate itself is severely limited. The average human lifespan sees less than 50% 
of cardiomyocytes replaced. As a consequence of the natural ageing process, the rate 
of regeneration declines further still, reaching 0.45% at the age of 75 (Bergmann et 
al., 2009). Given the restricted regenerative capacity of cardiac tissue, regeneration 
is not a viable option for addressing damage to the cardiac muscle. In cases of tissue 
damage, fibrous tissue replaces the injured area, leading to the creation of non-
functional scar tissue (Gholoobi et al., 2021). The ability of stem cells to differentiate 
into cardiomyocytes and develop into functional heart muscle could be advantageous 
for addressing cardiovascular diseases. A substantial body of evidence from numerous 
studies indicates that myocardial regeneration and infarct area are diminished following 
the transplantation of multipotent or pluripotent stem cells (Csöbönyeiová et al., 2022). 
In rodents, guinea pigs, pigs and non-human primates, the administration of stem cells 
following MI has been shown to prolong survival (Kempf et al., 2015; Riegler et al., 
2015; Romagnuolo et al., 2019).

ESCs have been observed to differentiate into functional cardiomyocytes, and to increase 
the expression of ion current proteins and cellular signalling proteins (Mehanna et al., 
2022; Mummery et al., 2003; Sartiani et al., 2007). The transplantation of human ESCs 
into non-human primates following MI resulted in a significant increase in contractile 
function for a period of three months (Y.-W. Liu et al., 2018). The differentiation of iPSCs 
from fibroblasts into cardiomyocytes and subsequent injection into infarcted monkeys led 
to the restoration of heart function through the formation of new myocardium (Shiba et 
al., 2016). The utilisation of patient-specific iPSCs has provided alternative avenues that 
can potentially alter clinical applications, such as heart transplantation. It is anticipated 
that iPSCs will become increasingly prevalent in clinical studies, given their capacity 
to differentiate into functional cardiomyocytes with high efficiency. Nevertheless, 
pluripotent stem cells are prone to forming teratomas and thus require monitoring 
following administration. BM-MSCs are frequently the preferred option in both clinical 
and preclinical studies. A substantial body of evidence exists demonstrating the efficacy 
of BM-MSCs in the treatment of cardiovascular disease. These cells have been shown to 
promote myocardial formation, enhance vascular structure, and facilitate coronary artery 
development (Assmus et al., 2002; Fernández-Avilés et al., 2004; Wollert et al., 2004). 
BM-MSCs remain a viable and safe option for the treatment of cardiovascular diseases.  

Stem Cell Application in Liver Diseases    

Liver diseases, both acute and chronic, are associated with high rates of morbidity and 
mortality (Asrani et al., 2019). The liver is capable of regenerating itself following 
damage. The process of liver regeneration is a complex one. A resection of 30% of the 
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liver results in hyperplasia of the hepatocytes, whereas a resection of over two-thirds of 
the liver or chemical damage leads to hypertrophy of the hepatocytes (Miyaoka et al., 
2012). Notwithstanding the liver’s considerable regenerative capacity, regeneration does 
not occur in chronic liver diseases. In cases of advanced and chronic liver disease, liver 
transplantation is a viable option; however, the limited number of available donors has 
resulted in a decline in the rate of liver transplantation.

Stem cell application represents a potential therapeutic avenue for the treatment of liver 
diseases. A number of different cell types are frequently investigated in studies, including 
MSCs, iPSCs and hepatic progenitor cells (HPCs). MSCs obtained from disparate body 
parts have been demonstrated to induce regeneration by increasing hypertrophy and 
hyperplasia in hepatocytes in the context of liver disease (Y. Liu et al., 2018; S. Zhang 
et al., 2012). Furthermore, MSCs benefit from secreting a multitude of cytokines that 
contribute to regeneration (Jung et al., 2013). iPSCs enhance liver recovery by reducing 
the necrotic area in acute liver injury (Chiang et al., 2015). HPCs are one of the stem 
cell types employed for hepatocyte production; however, their clinical utilisation has 
declined due to the potential for carcinogenesis (Jia et al., 2013). The application of 
stem cells in the management of liver diseases has markedly risen over the last ten years. 
Clinical trials are currently in phase I and phase II, and a variety of stem cell types have 
been employed (Nevens et al., 2021; Xu et al., 2019; Y. Zhang et al., 2021). A substantial 
body of evidence from preclinical studies and promising clinical trials lends support to 
the notion that stem cell therapies may offer a promising alternative for the treatment of 
liver diseases.   

Stem Cell Application in Other Diseases

Given their capacity to differentiate into a multitude of cells, stem cells have a vast array 
of potential applications. Stem cells have been the subject of investigation as a potential 
treatment for a number of diseases, including kidney disease, lung disease and diabetes 
mellitus.

Both acute and chronic kidney diseases are prevalent conditions that continue to affect 
a significant proportion of the population, with an increasing prevalence observed over 
time. It is projected that chronic kidney disease will become the fifth leading cause 
of mortality by 2040 (Foreman et al., 2018). To date, there is no effective treatment 
for chronic kidney disease. Despite the availability of dialysis or kidney transplantation 
options in advanced cases, patients often encounter significant financial burdens and 
difficulties in identifying suitable donors (Bastani, 2020). A substantial body of preclinical 
evidence indicates that stem cell therapy can accelerate renal tubular cell proliferation, 
reduce tubular cell apoptosis, and restore renal function (Sávio-Silva et al., 2021; Tseng 
et al., 2021; Xie et al., 2022). The results of preclinical studies were successful, and 
phase I and phase II clinical trials were conducted in the treatment of kidney diseases. 
Clinical trials involving patients with acute kidney injury and polycystic kidney disease 
have demonstrated that stem cell therapy can enhance renal function. This improvement 
is indicated by an increase in the glomerular filtration rate, a decrease in serum creatinine 
levels, and a reduction in the urine albumin-to-creatinine ratio (Chebib & Torres, 2016; 
Swaminathan et al., 2021).

Diabetes mellitus is a metabolic disease that results from a deficiency in the production 
or function of insulin, a hormone released from beta cells in the pancreas (Memon & 
Abdelalim, 2020). In type 1 diabetes mellitus, an autoimmune response occurs against 
the beta cells, resulting in insulin deficiency. In type 1 diabetes mellitus, patients are 
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required to administer exogenous insulin supplements. However, this situation has a 
detrimental impact on patients’ physical, psychological and financial well-being. Stem 
cell therapies have the potential to be advantageous in disease treatment by encouraging 
the transformation of cells into insulin-producing beta cells. Several clinical and 
preclinical investigations have shown that stem cells can effectively normalize HbA1C 
levels and fasting blood glucose levels in individuals with diabetes mellitus (Karimova 
et al., 2022; Li et al., 2012; Ye et al., 2017).  

Coronavirus disease 2019 (Covid-19) is a respiratory illness that has spread globally, 
becoming a pandemic. The advent of the SARS-CoV-2 pandemic has prompted 
researchers to explore the potential of stem cells in the treatment of lung diseases. In 
preclinical studies investigating the potential of stem cells to repair lung injury, the 
administration of these cells was observed to reduce the levels of proinflammatory 
cytokines and bronchoalveolar lavage fluid (H. Wang et al., 2013). In clinical trials 
employing stem cells in the context of SARS-CoV-2 infection, there was a reduction in 
lesion volume and lung damage (Shi et al., 2021).

Stem cells have the potential to be employed as a cellular therapy in the treatment of 
numerous diseases. Furthermore, exosomes released from stem cells are employed 
as a treatment option. Furthermore, the advancement of bioengineering techniques 
has enabled the transplantation of stem cells into three-dimensional biomaterials. The 
accelerated advancement of organoids, including those of the liver and kidney, indicates 
that they may eventually supplant organ transplantation as a means of treatment.

The Challenges of Stem Cell Applications

While stem cell applications offer numerous advantages, they also present a number of 
challenges in practice. In the course of scientific investigation, a multitude of stem cell 
types have been subjected to examination in the context of a single disease. It is necessary 
to investigate different types of stem cells in order to determine the most appropriate 
stem cell for the disease. A variety of routes of administration have been employed in 
studies involving the transplantation of stem cells. A variety of administration routes 
may be employed in stem cell studies, including intravenous, intrathecal, intraarterial, 
intramuscular, and local routes (Pharoun et al., 2024). It is of great importance to ascertain 
the most appropriate route of administration for the disease in question. Intravenous 
administration is a common and generally safer method, although it has been observed 
that the number of cells reaching the target area is reduced in cases of brain disease. A 
further challenge in the field of stem cell applications is the determination of the optimal 
dosage of stem cells to be administered. The application of a limited number of stem 
cells does not yield sufficient results; however, the administration of an excess of these 
cells increases the probability of carcinogenesis (Sun et al., 2024). Furthermore, some 
clinical trials are of a short duration and have an insufficient sample size. In light of these 
challenges, further research and a longer timescale are required for stem cell applications 
to become a standard treatment option.   

Conclusion

Stem cells have emerged as a pivotal resource in regenerative medicine due to their 
remarkable capacity to differentiate into a wide range of specialized cell types, offering 
substantial potential for treating numerous diseases that were previously deemed 
untreatable. Nonetheless, the application of stem cell research in clinical settings 
still encounters considerable obstacles. One of the primary hurdles is the difficulty in 
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achieving consistent purity and homogeneity in stem cell populations, which is critical 
for ensuring reproducible and reliable therapeutic outcomes. Another major challenge is 
the limited lifespan of stem cells in vitro and their propensity for senescence over time. 
Addressing this issue is essential for harnessing the full therapeutic capabilities of stem 
cells. Advances in optimizing culture conditions—such as incorporating growth factors, 
extracellular matrix components, and enhancing the microenvironment—can improve 
stem cell viability, functionality, and overall therapeutic efficacy.

In addition to these technical obstacles, genetic and epigenetic alterations during stem 
cell culture present a significant concern. These changes can compromise the stability, 
differentiation capacity, and safety of stem cells for clinical applications, underscoring 
the need for stringent quality control measures in the production of stem cell lines.

A further challenge is immunological rejection, which poses a significant barrier to the 
success of stem cell therapies. The host immune system may recognize transplanted 
stem cells as foreign, initiating an immune response that can diminish the survival and 
integration of these cells into the recipient’s tissues. Overcoming immunogenicity remains 
a key focus in advancing stem cell-based therapies. Moreover, the large-scale production 
of stem cells for therapeutic purposes remains labor-intensive, time-consuming, and 
costly. Innovations in bioprocessing, such as the use of bioreactors and automated cell 
culture systems, hold promise for improving the efficiency and scalability of stem cell 
production, potentially making these therapies more accessible and cost-effective.

Despite the challenges faced by the field, the role of stem cells in regenerative medicine 
is increasingly recognized as a transformative avenue for treating diseases that currently 
lack effective treatments. Overcoming these obstacles, along with continued advances in 
stem cell biology, will be crucial for unlocking the full potential of stem cells in clinical 
applications and revolutionizing the field of regenerative medicine.
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Developmental Dysplasia of the Hip (DDH)

Developmental Dysplasia of the Hip (DDH) is a common pediatric condition that 
encompasses a range of hip abnormalities, from mild instability to complete dislocation 
of the hip joint. This condition occurs when the femoral head (i.e. the ball) and the 
acetabulum (i.e. the socket) are misaligned, leading to improper development of the hip 
joint (Schwend et al., 2014). DDH can be present at birth or develop in early infancy and 
is more prevalent in females, first-born children, and those with a family history of the 
condition (Noordin et al., 2010).

Early detection and treatment of DDH are crucial for preventing long-term complications 
such as pain, limping, and early-onset osteoarthritis (Schwend et al., 2014). Traditionally, 
DDH is diagnosed through physical examination techniques such as the Ortolani and 
Barlow maneuvers, followed by imaging methods like ultrasound or X-ray to confirm 
the diagnosis (Gulati, 2013). Ultrasound is the preferred imaging modality for infants 
younger than six months because it provides a detailed view of the cartilaginous structures 
of the hip that are not visible on X-rays (Grissom et al., 2008). Both figure 1 and figure 2 
illustrate key anatomical structures, including the alpha and beta angles, in neonatal hip 
ultrasound images, emphasizing both the quality of the scans and their relevance for 
clinical assessments. In Figure 1a, three important structures—the vertical ilium, lower 
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margin of the Os ilium, and the labrum—are clearly identified, aiding in the evaluation 
of hip morphology. Figure 1b demonstrates the Graf method by measuring the alpha (α) 
and beta (β) angles, which are crucial for classifying hip joint development. These angles 
provide essential information for diagnosing DDH. Figure 2 highlights different levels 
of scan quality. 

Despite advancements in diagnostic techniques, detecting DDH remains challenging 
due to the subtlety of early signs and the subjective nature of physical examinations 
(Developmental Dysplasia of the Hip, 2022). The development of machine learning 
(ML)-based solutions holds promise for improving the accuracy and efficiency of DDH 
detection (Lee et al., 2021; Li et al., 2022; Hu et al., 2022). These ML-driven approaches 
can analyze ultrasound images to detect hip abnormalities with greater precision, 
potentially reducing the need for manual interpretation and allowing for earlier and more 
consistent diagnosis.
Figure 1
(a) A typical hip ultrasound (US) image displays three primary anatomical structures: 1. vertical ilium,
2. the lower margin of the Os ilium, and 3. the labrum. (b) The alpha (α) and beta (β) Graf angles are
demonstrated in a hip ultrasound image (Lee et al., 2021). [This figure is reused with permission under
the Creative Commons CC-BY license.] 

Figure 2
Ultrasound images of the hip illustrating varying scan quality. (A) A high-quality scan where key 
landmarks, including the ilium, os ischium, labrum, and femoral head, are clearly visible, and the alpha 
angle is measured between the iliac line and acetabular roof. (B) A moderate-quality scan showing all 
landmarks, though with some blurring of the os ischium and slight misalignment of the iliac line. (C) A 
poor-quality scan where none of the landmarks are clearly visible (Hareendrananthan et al., 2022a). [This 
figure is reused with permission under the Creative Commons CC-BY license.]

In this review, the latest ML-based solutions for detecting hip dislocation in infants are 
explored, with advancements, challenges, and future directions in this emerging field 
highlighted. By leveraging the power of ML, contributions to the early and accurate 
detection of DDH are made, ultimately aiming to improve outcomes for affected infants.
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Machine Learning

ML techniques hold promise for automating the interpretation of complex medical 
images (Dave & Patel, 2023). These techniques may allow for the extraction of 
intricate patterns and features that are not immediately apparent to human observers. 
By potentially reducing the reliance on manual interpretation, ML could enhance the 
consistency of diagnoses and minimize the variability that often arises from human 
subjectivity (Hosny et al., 2018). This review will explore various ML-based approaches 
that have been applied to the detection and diagnosis of DDH, highlighting the potential 
of these technologies to transform clinical practice by improving diagnostic accuracy, 
reducing inter-operator variability, and enabling early intervention.

Deep Learning

Deep Learning, a subfield of machine learning, involves the use of neural networks 
with multiple layers to model and learn from vast and complex datasets (Hinton, 2018). 
Unlike traditional machine learning models that rely heavily on feature engineering, 
deep learning models have the potential to automatically discover and extract relevant 
features from raw data (LeCun et al., 2015). In the context of medical imaging, deep 
learning algorithms, particularly Convolutional Neural Networks (CNNs), have shown 
significant promise in tasks such as image classification, segmentation, and detection 
(Litjens et al., 2017). These tasks are crucial for diagnosing various medical conditions, 
including DDH. The deep learning-based machine learning technology stack for medical 
imaging, illustrated in  Figure 3, outlines the hierarchy from foundational neural 
networks to specialized DDH diagnosis tasks. Deep learning models could be trained 
on large datasets of 2D and 3D medical images, enabling them to learn and identify 
patterns that may correlate with specific conditions (Li et al., 2022). For example, in the 
diagnosis of DDH, deep learning algorithms have the potential to analyze ultrasound 
images to detect anatomical landmarks and measure relevant angles, such as the alpha 
angle, which are critical for assessing hip dysplasia (El‐Hariri, 2020; Li et al., 2022; Li et 
al., 2019). By automating these tasks, deep learning might reduce the reliance on manual 
measurements and interpretations, leading to more consistent and reliable diagnoses. 
Furthermore, deep learning models could be fine-tuned and adapted to new imaging 
modalities, making them potentially versatile tools in medical diagnostics.

Figure 3
A typical deep learning-based machine learning technology stack for medical imaging
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Convolutional Neural Networks (CNNs)

Convolutional Neural Networks (CNNs) are a class of deep learning models specifically 
designed for processing structured grid data, such as images. CNNs are characterized by 
their unique architecture, which includes layers such as convolutional layers, pooling 
layers, and fully connected layers (Voulodimos et al., 2018). The convolutional layers 
are responsible for detecting local patterns in the input image, such as edges, textures, 
and shapes, by applying a set of filters (or kernels) that slide over the image. Each filter 
has the potential to detect a specific feature, and as the image passes through multiple 
convolutional layers, the network could learn increasingly complex and abstract features 
(Zeiler & Fergus, 2013). Figure 4 provides an overview of the key concepts in CNNs, 
illustrating their architecture, feature detection mechanisms, and applications in medical 
imaging, including DDH diagnosis. Pooling layers, often used after convolutional 
layers, reduce the spatial dimensions of the feature maps, which may help to decrease 
the computational load and enhance the model’s robustness to spatial variations in the 
input image (Bai & Li, 2023). The final layers of the CNN are typically fully connected 
layers that aggregate the learned features to make predictions (Zeiler & Fergus, 2013). In 
medical imaging, CNNs have become popular models for tasks like image classification 
and segmentation due to their ability to potentially learn and generalize from data with 
minimal human intervention. In the diagnosis of DDH, CNNs could be trained to detect 
and classify key anatomical structures in ultrasound images, such as the acetabulum and 
femoral head, and assess the presence and severity of hip dysplasia (Hu et al., 2021; Liu 
et al., 2020; Li et al., 2022). By leveraging the hierarchical feature extraction capabilities 
of CNNs, these models have the potential to achieve high diagnostic accuracy while 
reducing the need for manual input and minimizing operator-dependent variability.

Figure 4
Overview of key concepts in CNNs

Random Forest Classifier 

The Random Forest (RF) classifier is an ensemble learning method that operates by 
constructing a multitude of decision trees during training and outputting the mode of 
the classes (classification) or mean prediction (regression) of the individual trees (Liaw 
& Wiener, 2007). This method is particularly powerful due to its ability to potentially 
reduce overfitting and improve generalization by averaging multiple decision trees, each 
trained on different subsets of the data and features (Denil et al., 2013). In the context of 
medical imaging, RFclassifiers have shown promise in tasks such as feature selection, 
classification, and regression, particularly when the dataset contains a mix of numerical 
and categorical features (Sarica et al., 2017). In diagnosing DDH, RFclassifiers could 
be utilized to analyze geometric features extracted from medical images, such as the 



ML-Based Solutions for Detection of Hip Dislocation in Infants: A Review

53Mevlüt Can ADIYAMAN, Şeyma Nefise SATICI,  
Muhammmed Furkan DARILMAZ, Hüseyin Oktay ALTUN

alpha angle, acetabular contact angle, and other shape descriptors derived from 2D or 3D 
ultrasound scans (Hu et al., 2022).

ML-Based Solutions for Detection of Hip Dislocation in Infants

In recent years, significant advancements in artificial intelligence (AI) have revolutionized 
the field of medical diagnostics, offering innovative solutions for the detection of 
various conditions (Lee et al., 2021; El‐Hariri, 2020; Park et al., 2021). One such area 
where AI has shown promising results is in the early detection of DDH in infants. As 
illustrated in Table 1, the approaches are classified under three primary learning types: 
supervised learning, unsupervised learning, and semi-supervised learning. Within 
supervised learning, methods like Recurrent Neural Networks (RNNs), Convolutional 
Neural Networks (CNNs), Support Vector Machines (SVMs), Random Forests, and 
Meta-Learning are widely explored, with CNNs and SVMs being the most prominent. 
For unsupervised learning, K-means clustering is applied, whereas semi-supervised 
learning utilizes CNNs to leverage limited labeled data. This taxonomy provides an 
organized view of how different learning techniques are employed across the literature 
for automated diagnosis and detection in medical imaging related to hip dysplasia. 
Figure 5 visually summarizes these machine learning approaches for detecting DDH in 
infants, highlighting the roles of supervised, unsupervised, and semi-supervised learning 
methods.

Figure 5
Machine learning approaches for detecting DDH in infants

The study by Hareendranathan et al. (2016) tackles the challenges of diagnosing 
DDH using 2D ultrasound images, focusing on reducing the variability inherent in 
traditional methods like the Graf method. Traditional techniques often suffer from high 
inter-scan and inter-observer variability due to the manual determination of key points, 
such as the apex separating the acetabular roof from the ilium. To address this, the 
study introduces a semi-automated image processing method that calculates two novel 
indices: the contour-based alpha angle (αA) and a modality-independent quantitative 
rounding index (M). These indices aim to enhance diagnostic accuracy and reliability 
by minimizing subjectivity and reducing dependence on manual landmarks. The study’s 
results, derived from 114 ultrasound scans, indicate that these new indices, particularly 
the rounding index, significantly improve diagnostic accuracy, with an Area Under the 
Curve (AUC) reaching up to 95.74% in certain combinations. The study suggests that 
this approach could be extended to 3D ultrasound models, offering a promising direction 
for future research in the automated diagnosis of DDH (Hareendranathan et al., 2016). 

Another study carried out by Hareendranathan et al. (2017a) proposes a fully 
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automated method for diagnosing DDH using 2D ultrasound images. Recognizing the 
challenges of high inter-operator variability in current diagnostic practices, the authors 
introduce an innovative approach involving deep learning-based segmentation of the 
acetabulum. This method automatically extracts the acetabulum contour and calculates 
geometric indices such as the alpha angle and a new rounding index, the osculating circle 
radius. The study’s findings indicate that the automated method offers higher reliability 
than traditional manual measurements, with an AUC of 86.2% for classifying normal 
versus dysplastic hips. Although the study acknowledges the need for further refinement 
and extension to 3D ultrasound, it presents a significant advancement in the automation 
and accuracy of DDH diagnosis, potentially reducing variability and improving early 
detection and treatment outcomes for infants (Hareendranathan et al., 2017a). 

A further study conducted by Hareendranathan et al. (2017b) introduces a 
semiautomated method for diagnosing DDH using 3D ultrasound data. The approach 
leverages a graph-based segmentation algorithm, guided by user-defined seed points, to 
accurately delineate the acetabulum. Key geometric features, including the automatic 
alpha angle, acetabular contact angle, kurtosis, skewness, and convexity, are extracted 
from the 3D segmented surface and input into an RF classifier to categorize hips as 
normal, borderline, or dysplastic. This method significantly improves upon previous 
techniques that relied on limited 2D slices and interpolation, offering enhanced accuracy 
by utilizing the full 3D volumetric data. The study reports high diagnostic accuracy, with 
a specificity of 100% and a sensitivity of 97.2% for distinguishing between normal and 
dysplastic hips, highlighting its potential for clinical application. However, the authors 
acknowledge limitations, such as the method’s dependency on acetabular shape and the 
need for further validation under different ultrasound settings. Despite these challenges, 
the study represents a notable advancement in the automated diagnosis of DDH, with 
potential applications in other imaging modalities like MRI and CT (Hareendranathan 
et al., 2017b).

In their study, Paserin et al. (2017) present an innovative method for assessing the 
adequacy of 3D ultrasound scans in diagnosing DDH. The research introduces a CNN 
that automatically classifies 3D ultrasound volumes as adequate or inadequate based on 
the presence of key hip anatomical structures necessary for DDH diagnosis. This method 
aims to reduce the variability and subjectivity associated with manual scan evaluation, 
offering a more standardized approach. The study reports a classification accuracy of 
100% with an average processing time of just over 2 seconds per volume, highlighting 
its potential for real-time clinical application. The work contributes significantly to the 
field by addressing the gap in automated adequacy assessment for 3D ultrasound scans, 
which could enhance the efficiency and accuracy of DDH diagnosis. However, further 
validation with larger datasets and different ultrasound settings is recommended to 
confirm the method’s robustness and generalizability (Paserin et al., 2017). 

Another study by Paserin et al. (2018) introduces a deep learning model that 
combines  CNNs with recurrent neural networks (RNN), specifically Long Short-Term 
Memory (LSTM) networks, for the automatic assessment of 3D ultrasound (US) scan 
adequacy in diagnosing DDH. This approach, which utilizes inter-slice information 
within a 3D US volume, addresses the limitations of previous slice-by-slice methods 
by analyzing the sequence of frames to ensure all necessary anatomical features are 
present across the volume. The model demonstrated an accuracy of 82% and an AUC 
of 0.83 in validating 3D US volumes from pediatric patients, suggesting that it could 
significantly improve the reliability and efficiency of DDH screening. However, the study 
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acknowledges the need for a larger dataset to enhance the model’s generalizability and 
proposes further research to evaluate its performance across varying levels of operator 
expertise (Paserin et al., 2018). 

In their study, Quader et al. (2017) introduce a computational technique to 
automatically assess the adequacy of 2D ultrasound images and extract key dysplasia 
metrics, such as the alpha angle, beta angle, and femoral head coverage, used in 
diagnosing DDH. The method utilizes local phase symmetry-based image measures 
and an RFclassifier to improve the reliability of these measurements, addressing the 
high inter and intra-operator variability associated with traditional manual assessments. 
The study demonstrates that this automatic approach achieves excellent agreement with 
clinician evaluations and significantly reduces variability in the measured metrics, which 
could potentially lead to more consistent and accurate diagnoses (Quader et al., 2017).

The two studies by Liu et al. focus on detecting misshapen pelvic landmarks 
crucial for diagnosing DDH in infants. Both studies address the challenges posed by 
temporal diversity during skeletal calcification and deformities due to dislocation. The 
first study, from 2019, introduces a deep learning method using the FR-DDH network, 
which leverages spatial local correlation to improve the accuracy of landmark detection. 
This method converts landmark detection into the detection of local neighborhood 
patches and demonstrates superior performance over human experts with a precision of 
1.24 mm (Liu et al., 2019). The second study, from 2020, expands on this approach by 
integrating local and global feature learning through a Pyramid Non-local UNet (PN-
UNet). This method captures both the local morphological features and global structural 
features to enhance the robustness of landmark detection. The PN-UNet reduces 
computational demands while maintaining high accuracy, achieving a precision of 0.93 
mm. Both studies contribute significantly to the field by developing reliable AI-based
systems for automatic DDH diagnosis, demonstrating that deep learning techniques can
outperform traditional methods and human experts in this challenging diagnostic task
(Liu et. al, 2020).

The study of Alam et al. (2019) explores a novel, non-invasive approach for the 
early detection of DDH using machine learning, specifically support vector machines 
(SVM). The research involved the use of acoustic signals to simulate various degrees 
of hip dysplasia in neonatal models. Key features such as phase, transfer function, 
and coherence were extracted from these simulations and used to classify the severity 
of the condition. The SVM model achieved an overall accuracy of 79% in a 4-class 
classification task, with a particularly high AUC of 0.93 for the most severe cases. This 
method presents a low-cost, accessible solution for early DDH screening, especially in 
resource-limited settings (Alam et al., 2019).

The study by El-Hariri et al. investigates the effectiveness of deep learning 
techniques compared to traditional hand-engineered features for segmenting neonatal hip 
bones in ultrasound images, crucial for diagnosing DDH. DDH is a common congenital 
condition, and accurate early detection is vital to prevent serious health complications. 
The research compares phase-based and shadow-based hand-engineered features with 
deep-learned features using the U-Net architecture. The findings reveal that U-Net, 
especially with multi-channel inputs, significantly outperforms traditional methods in 
terms of accuracy and robustness across different datasets and ultrasound probes. This 
advancement holds potential for improving the reliability of automated DDH assessments 
and reducing operator variability in clinical practice (El-Hariri et al., 2019).
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The study conducted by Zhang et al. focuses on the application of a deep learning 
system for diagnosing DDH in children using anteroposterior pelvic radiographs. By 
retrospectively analyzing 10,219 radiographs, the research team developed and tested a 
CNN model that showed high accuracy in identifying hip dislocations. The deep learning 
system achieved an area under the receiver operating characteristic (ROC) curve of 
0.975, with a sensitivity of 95.5% and a specificity of 99.5%. The study highlights the 
potential of AI to enhance the speed and accuracy of DDH diagnosis, providing a robust 
tool that could streamline clinical processes and improve patient outcomes (Zhang et al., 
2020)

The research by Sezer and Sezer (2020) presents a deep CNN-based system for 
the automatic classification of neonatal hip ultrasound images, focusing on the diagnosis 
of DDH. The study addresses the challenge of variability in the accuracy of traditional 
manual methods, which heavily depend on the operator’s expertise. By introducing 
a novel data augmentation approach that includes speckle noise reduction using an 
optimized Bayesian non-local means filter (OBNLM), the researchers significantly 
improve CNN’s performance. The proposed system classifies DDH with a high accuracy 
rate of 97.70%, offering a robust tool that enhances diagnostic consistency and reliability 
in clinical settings, particularly in the early detection and treatment of DDH. 

The study by Kannan et al. (2020) introduces a novel method to improve 
the assessment of DDH using 3D US images. Traditional 2D US methods have 
shown significant variability in diagnoses due to inter-operator differences and scan 
inconsistencies. This study proposes using a deep learning-based system with uncertainty 
estimation to enhance reliability in bone segmentation and the extraction of DDH metrics 
like the alpha angle and femoral head coverage (FHC). By integrating Monte Carlo 
dropout techniques within a 3D U-Net architecture, the authors quantify the confidence 
of the network’s predictions and evaluate scan adequacy. The results indicate a strong 
correlation between lower metric variability and higher Dice scores, suggesting that this 
method can serve as a quality control tool in clinical settings. The study offers a pathway 
to more consistent, real-time evaluations of DDH, potentially improving diagnosis and 
treatment outcomes.

The study by Chen et al. (2020) presents an improved fully convolutional neural 
network (FNet) for the segmentation of the femoral head in ultrasound images, which 
is crucial for diagnosing Developmental Dysplasia of the Hip (DDH). The authors 
developed a method combining mean filtering, morphological processing, and least 
squares operation to detect key anatomical landmarks, followed by the application of 
FNet for accurate segmentation. FNet utilizes a cascaded training strategy and integrates 
residual connections with a convolutional encoder-decoder architecture to enhance the 
segmentation accuracy. The experimental results demonstrate that FNet achieved a high 
dice score of 0.946, significantly improving segmentation performance compared to 
other models. This advancement provides a reliable tool for the automatic diagnosis of 
DDH, offering a robust alternative to traditional manual methods, and has the potential 
to streamline the clinical workflow in pediatric orthopedic settings.

The study by Lee et al. (2021) evaluates a deep learning model-based computer-
aided diagnosis (CAD) system designed for the screening and diagnosis of DDH) using 
ultrasonographic images. Figure 6 illustrates a diagram of the implementation process. 
The system employs a Mask R-CNN for the segmentation of key anatomical structures, 
followed by a multi-detection approach to accurately calculate the Graf alpha and beta 
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angles, which are critical for diagnosing DDH. The study analyzed 921 images, of which 
320 were deemed appropriate for accurate DDH screening. The system demonstrated a 
high level of agreement with human experts, with an intraclass correlation coefficient 
(ICC) of 0.76 for alpha angles and 0.74 for beta angles. The study highlights the potential 
of this AI-based system to improve the consistency and accuracy of DDH diagnosis, 
making it a valuable tool in clinical practice, particularly in reducing the variability 
associated with manual measurements. 

Figure 6 
A diagrammatic representation of the multi-detection artificial intelligence (AI) training pipeline in Lee 
et al (2021). The process involves: (a) region-based learning using the CVAT program for marking, (b) 
conversion of initial ultrasound images combined with location data, (c) secondary training to mark key 
anatomical points, and (d) the final output of the AI system (Lee et al., 2021). [This figure is reused with 
permission under the Creative Commons CC-BY license].

Another study by Hareendranathan et al. (2021) investigates the use of AI) to 
automatically assess the quality of ultrasound scans used for diagnosing DDH in infants. 
Given the critical importance of scan quality for accurate diagnosis, the researchers 
developed CNN models to evaluate the presence of key anatomical landmarks, such as the 
iliac wing, labrum, os ischium, and femoral head. The AI system achieved high accuracy, 
with ≥85% accuracy for all landmarks and showed strong agreement with expert human 
assessments. This automated tool has the potential to improve scan quality consistency, 
facilitate more reliable DDH screening, and enhance the usability of ultrasound by less 
experienced operators, making it a valuable addition to clinical practice for early DDH 
detection. The study by Lee, J. H., (2021b) proposes a novel CADsystem for detecting 
and assessing DDH in infants using ultrasound images. The system utilizes a Mask 
R-CNN-based deep learning approach to automatically segment key anatomical features
and calculate critical parameters such as the acetabulum-femoral head angle, which are
essential for diagnosing DDH. The system was tested on ultrasound scans obtained from
infants, showing a detection accuracy of 94.86% for DDH, with angle measurements
that closely matched those made by experienced physicians. The study highlights the
potential of AI to improve diagnostic accuracy and efficiency, particularly in settings
with limited data, by providing an automated, reliable tool for early DDH screening and
diagnosis

Hu et al. (2021) present a multi-task learning framework designed to automate the 
evaluation of DDH from ultrasound images. Their approach integrates the detection and 
segmentation of key anatomical structures with the automatic measurement of critical 
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angles (alpha and beta) used in DDH diagnosis. The framework utilizes a modified Mask 
R-CNN architecture, enhanced by the inclusion of novel loss functions that account for
shape similarity and landmark consistency, to ensure accurate and robust segmentation
even in challenging imaging conditions. Experimental results demonstrate that Hu et
al.’s method achieves high accuracy, with alpha and beta angle estimation errors within
clinically acceptable limits, showcasing its potential for reliable clinical application in
the automated diagnosis of DDH.

 Park et al. (2021) developed a CNN algorithm to automatically detect DDH from 
anteroposterior radiographs of the hip. Their study evaluated the diagnostic performance 
of this deep learning model against three radiologists with varying levels of experience. 
The CNN demonstrated high diagnostic accuracy, comparable to that of an experienced 
pediatric radiologist, with a sensitivity of 98.0% and specificity of 98.1%. The algorithm 
outperformed less experienced radiologists, indicating its potential to aid in clinical 
decision-making, particularly in settings where expert radiologists are not available.

The research conducted by El-Hariri (2020) presents a significant advancement 
in the diagnosis of DDH in infants through the integration of 3D ultrasound imaging 
and deep learning techniques. His work addresses the inherent challenges in accurately 
diagnosing DDH, which traditionally relies on manual processes prone to high 
variability. By employing CNNs to automate the segmentation of crucial anatomical 
structures, such as the pelvis bone surface and femoral head, a marked improvement 
in diagnostic precision is achieved. This approach not only enhances the reliability 
of early detection but also reduces the likelihood of misdiagnosis, offering a more 
consistent and dependable method for identifying infants at risk of DDH. The research 
holds the potential to revolutionize clinical practices by facilitating the adoption of AI-
based diagnostic tools in pediatric orthopedics, leading to more accurate and efficient 
healthcare outcomes 

In another study, El-Hariri et al. (2021) introduce a novel approach to automating 
the delineation of key anatomical structures in 3-D ultrasound volumes for the screening 
of DDH. Their study compares the performance of 3-D CNNs, particularly a 3-D U-Net, 
against traditional methods for segmenting the pelvis bone surface and localizing the 
femoral head. The results demonstrate that the 3-D U-Net significantly improves the 
accuracy of segmentation and localization tasks, achieving a Dice score of 85% for the 
pelvis and minimal errors in femoral head detection. These advancements could enhance 
the reliability of DDH metrics, potentially reducing misdiagnosis and improving clinical 
outcomes by enabling more consistent and accurate evaluations. This work is closely 
related to El-Hariri’s (2020) earlier research and represents a natural progression toward 
fully automating the DDH diagnostic process, potentially transforming clinical practices 
by providing more reliable and efficient tools for early detection .

 Liu et al. (2021) propose a novel deep learning framework, NHBS-Net, 
specifically designed for segmenting neonatal hip bone structures in ultrasound images. 
The network incorporates three key innovations: an enhanced dual attention module for 
better feature extraction, a two-class feature fusion module for improved edge detection, 
and a coordinate convolution output head to encode absolute positional information. 
These advancements collectively enable more accurate and robust segmentation of 
seven key anatomical structures crucial for diagnosing DDH. Experimental results 
demonstrate NHBS-Net’s superiority in segmentation accuracy over existing state-of-
the-art methods, highlighting its potential to significantly reduce diagnostic errors in 
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clinical settings.

Gong et al. (2021) propose a novel approach for diagnosing DDH in infants using 
B-mode ultrasound (BUS) images. Their method, called Two-Stage Meta-Learning Based
Deep Exclusivity Regularized Machine (TML-DERM), combines deep neural networks
(DNN) and exclusivity regularized machines into a unified framework. This approach
enhances feature representation and classification performance by leveraging meta-
learning to tackle overfitting issues and optimize the combination of weak classifiers. The
experimental results on a real-world dataset demonstrate that TML-DERM significantly
outperforms traditional methods, achieving high accuracy, sensitivity, and specificity,
making it a promising tool for improving early DDH diagnosis.

Xu et al. (2021) present a novel approach for detecting hip landmarks in ultrasound 
images, crucial for diagnosing DDH in infants. Their method, called Dependency 
Mining ResNet (DM-ResNet), leverages a combination of short-range and long-range 
dependency mining to address challenges such as local confusion and regional weakening 
caused by noise interference and echo attenuation in ultrasound images. By converting 
landmark detection to heatmap estimation and integrating a local voting algorithm, DM-
ResNet achieves state-of-the-art performance with an average point error of 0.719mm 
and a successful detection rate within 1mm of 79.9%. The method is validated on a 
dataset of 2000 annotated hip ultrasound images, the first public dataset available for 
DDH research, demonstrating its potential to improve the accuracy and speed of hip 
landmark detection in clinical settings. 

Hareendrananthan et al.’s study (2022a) introduced an innovative AI-driven 
technique based on a 3D CNN for automatically assessing the quality of hip ultrasound 
scans, particularly for diagnosing DDH. The AI model demonstrated a high level of 
accuracy, achieving 96% on a large dataset (DS1) and 91% on a smaller dataset (DS2), 
indicating its potential to match or exceed the performance of non-expert human readers. 
By automating the quality assessment process, the model reduces the subjectivity 
and variability associated with manual evaluations, providing real-time feedback to 
sonographers, which could improve scan quality during the examination process and 
enhance diagnostic reliability. Despite these contributions, the study’s limitations, such 
as variability in the ground truth, data imbalance, and the need for broader validation, 
suggest that further research is necessary to ensure the model’s robustness and 
generalizability across diverse clinical settings .

Chen et al.’s (2022) study introduces an advanced framework aimed at 
automating the diagnosis of DDH using deep learning. The framework operates in both 
static and dynamic modes, each leveraging the YOLOv3-tiny algorithm for detecting 
key anatomical structures crucial for DDH diagnosis. In static mode, the framework 
mirrors current clinical practices by relying on manually selected planes to measure 
critical angles for classifying hips as Graf type I or II. In dynamic mode, the framework 
automatically selects the correct frame from ultrasound videos, eliminating manual 
intervention and using a Standard Plane Scoring Module (SPSM) to ensure accuracy. 
The study demonstrates the framework’s potential with promising results: a mean 
absolute error of 1.71° for α angles and a classification accuracy of 94.71% in static 
mode, and slightly higher errors with an accuracy of 89.51% in dynamic mode. Despite 
these achievements, the study notes limitations such as binary hip classification and a 
limited dataset, indicating areas for future research.

Çevik and Andaç’s study (2022) developed a deep learning-based software 
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system to detect standard plane frames in real-time ultrasound images, primarily aiding 
in the diagnosis of DDH. The study stands out for its use of pre-trained CNNs, such as 
SqueezeNet, VGG16, VGG19, ResNet50, and ResNet101, integrated with the YOLO 
object detection model to enhance accuracy. Notably, the VGG19 model achieved the 
highest accuracy in identifying diagnostic frames, while SqueezeNet provided faster 
training times despite slightly lower accuracy. This study fills a significant gap in the 
literature by focusing on the automatic capture of diagnostic frames in real-time, marking 
a substantial contribution to DDH diagnosis and treatment planning .

Hareendranathan et al.’s (2022b) study investigates the critical role of scan 
quality in the accuracy of AI-based assessments for diagnosing DDH using ultrasound. 
The researchers developed a 10-point scoring system that evaluates scan quality based 
on key anatomical features and the presence of artifacts, which was tested for inter-rater 
reliability. The study found that the inter-rater agreement was significantly higher with 
this scoring system compared to holistic grading, indicating its effectiveness in providing 
consistent evaluations of scan quality. The study also demonstrated that AI systems like 
MEDO-Hip are less accurate when interpreting lower-quality scans, highlighting the 
importance of scan quality in AI diagnostics. This finding is crucial for improving the 
clinical utility of AI in DDH diagnosis by flagging low-quality scans before they are 
analyzed, thus potentially reducing diagnostic errors .

Oelen et al.’s (2022) study explored the use of deep learning algorithms to enhance 
the accuracy of angle measurements in ultrasound images for diagnosing developmental 
dysplasia of the hip (DDH) in newborns, using the Graf method. The research involved 
comparing the accuracy of measurements made by trained physicians to those produced 
by three different CNN-based approaches. The study, which utilized a large dataset from 
27 hospitals in Switzerland and Mongolia, demonstrated that deep learning algorithms, 
particularly the landmark detection method, achieved higher accuracy than routine 
clinical practices, with an RMSE of 3.9° using a combination of U-Net and PSP-Net 
architectures. While the study highlighted the potential of these algorithms to improve 
diagnostic precision and reduce physicians’ workload, it also noted limitations related to 
data quality and consistency issues with the end-to-end angle detection method. Despite 
these challenges, the study significantly contributes to the literature by suggesting that 
deep learning can provide more reliable and consistent diagnostic results in medical 
imaging, particularly with the landmark detection approach.

Ghasseminia et al.’s (2022) study evaluated the capability of an AI algorithm to 
detect DDH using 3D USimages in a multi-center setting, involving infants aged between 
4 and 267 days from hospitals in Edmonton, Canada, and Melbourne, Australia. The AI, 
trained on data from Edmonton and tested with images from Melbourne, automatically 
calculated the alpha angle and femoral head coverage to classify dysplasia. The results 
indicated a sensitivity of 90% in detecting dysplastic hips and an accuracy of 86% in 
identifying normal or borderline hips, with only one severe case of dysplasia being missed. 
Despite the AI and clinicians using different imaging modalities (3D vs. 2D), the study 
showed a high level of agreement between AI and human diagnoses, particularly with 
high kappa scores in Melbourne. However, the limited availability of high-resolution 3D 
ultrasound probes and the lack of an external reference standard are notable limitations. 
Overall, the study suggests that AI combined with 3D ultrasound may offer a promising 
tool for DDH screening, aligning well with traditional clinical methods and potentially 
contributing to future advancements in the field .
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Xu et al.’s (2022) study aimed to develop a deep-learning-aided diagnostic system 
for assessing DDH using pediatric pelvic radiographs, addressing the need for enhanced 
diagnostic accuracy and efficiency in clinical settings. The system employs a three-stage 
pipeline, incorporating Mask-RCNN for segmenting pelvic bones, HRNet for extracting 
local image patches related to DDH landmarks, and deriving radiographic measurements 
such as the acetabular index and center edge angle. The AI system achieved classification 
accuracies ranging from 0.86 to 0.95 and demonstrated high consistency with orthopedic 
surgeons, significantly reducing the time required for diagnosis. The study stands out by 
offering a comprehensive diagnostic approach compared to previous studies that focused 
on specific aspects of DDH assessment. However, its limitations include the need for 
larger datasets to improve subjective judgment areas and further validation for clinical 
practice. The overview of the study is shown in Figure 7.

Figure 7
The study’s methodology and analysis pipeline are illustrated. Images were obtained from the hip joint and 
underwent preprocessing, including conversion from DICOM to PNG, resizing, and adaptive histogram 
equalization. The dataset was split into training and external validation sets. Various models, including 
Mask-RCNN, HRNet, and Resnet, were utilized to progressively identify the hip joint area, detect key 
landmarks, and classify the images. System evaluation was based on accuracy, consistency, reliability, and 
efficiency, while statistical analysis focused on key parameters such as center-edge angle and consistency 
measures like kappa scores. The AI system’s performance was compared with that of clinicians with 
varying experience levels in terms of accuracy and efficiency (Xu et al., 2022). [This figure is reused with 
permission under the Creative Commons CC-BY license.] 
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The study carried out by Fraiwan et al. (2022) focuses on automating the diagnosis 
of DDH in infants using deep transfer learning methods applied to pelvic X-ray images. 
The authors utilized 354 pelvic anteroposterior X-ray images, employing thirteen different 
deep transfer learning models based on CNNs, including DarkNet-53, DenseNet-201, 
EfficientNet-b0, and ResNet variants. Among these, DarkNet-53 achieved the highest 
diagnostic accuracy of 96.3%, with a recall of 100% and an F1 score of 95%. Unlike 
traditional methods that rely on pelvic landmark detection and angular measurements, 
the study diagnoses DDH directly from X-ray images, thereby reducing the need for 
manual preprocessing and expert knowledge. This study contributes to the literature by 
providing a highly accurate AI-based system for DDH diagnosis and making the dataset 
publicly available for further research and education. However, the study’s limitations 
include a relatively small dataset and the absence of full angular measurements, which 
could impact the generalizability of the findings across different medical standards.

Jaremko et al.’s (2023) study introduces an innovative approach to DDH screening 
by utilizing handheld ultrasound devices paired with an AI decision support system, 
MEDO-Hip, in primary care settings. This work is particularly notable for demonstrating 
that non-expert primary care providers, such as nurses and family physicians, can 
successfully perform DDH screenings with AI assistance, achieving recall and detection 
rates comparable to those of expert radiologists in tertiary care. Additionally, the study 
highlights the potential for these AI-supported devices to make universal DDH screening 
more cost-effective and accessible, particularly in resource-limited areas. However, the 
study’s pilot nature, with a small sample size of 369 scans, limits the generalizability of 
its findings. The study also acknowledges challenges related to the specific hardware 
and software used, raising concerns about the broader applicability of this workflow. 
Despite these limitations, the study provides important evidence for the real-world 
application of AI in enhancing accessibility and cost-effectiveness in healthcare, though 
further research is needed to validate these findings on a larger scale .

Jan et al.’s (2023) study presents a novel deep learning framework combining 
instance segmentation and keypoint detection to diagnose DDH in infants. The approach 
shown in Ffigure 8 is particularly innovative in its integration of segmentation prior to 
landmark detection, which has led to improvements in accuracy, as evidenced by an 
average pixel error of 2.862 and an acetabular index (AcI) angle error of 2.402°. This 
advancement offers a more objective and standardized diagnostic method, addressing 
the traditional reliance on manual assessments by medical professionals. Despite these 
contributions, the study’s reliance on a small dataset of 354 X-ray images and its focus on 
a single radiographic measurement, the acetabular index angle, limit the generalizability 
and comprehensiveness of its findings. Furthermore, the absence of real-world clinical 
testing means the practical effectiveness of the proposed model remains unverified.
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Figure 8
Overview of the pipelined segmentation and keypoint detection process in Jan et al.’s (2023) study (Jan et 
al., 2023). [This figure is reused with permission under the Creative Commons CC-BY license.]

Den et al.’s (2023) study contributes significantly to the field by applying the 
YOLOv5 deep learning model, known for its efficiency and accuracy in object detection, 
to the identification of DDH in radiographic images. Notably, the YOLOv5l version 
achieved high diagnostic accuracy, with sensitivity and specificity rates of 0.94 and 
0.96, respectively, demonstrating its potential as a reliable tool in pediatric radiology. 
The study also employed transfer learning, which allowed the model to perform well 
even with a relatively small dataset, a valuable approach in medical fields where large 
datasets are often scarce. Additionally, the comparison with the Single Shot MultiBox 
Detector (SSD) model highlighted the superiority of YOLOv5l, particularly in terms of 
sensitivity. However, the study’s limitations include its reliance on a single-center dataset 
with potential annotation bias, challenges in accurately detecting mild DDH cases, and 
the risk of overdiagnosis due to the inclusion criteria. These findings underscore the 
need for further validation through larger, multi-center studies. Despite these challenges, 
this work demonstrates the promising application of YOLOv5 in improving the early 
detection and diagnosis of DDH, potentially enhancing clinical outcomes .

Kaderdina et al.’s (2023) study applied deep learning techniques to predict angular 
displacements between frames in 2D US sequences for assessing DDH in newborns, 
aiming to improve diagnostic accuracy given the limitations of 3D USavailability. By 
utilizing CNNmodels, the researchers restructured a previously proposed CNN model by 
Prevost et al. [citation?] to output angular displacements, incorporating optical flow data 
as an additional input. The study achieved a mean absolute error of approximately 0.02° 
in predicting angular displacements, suggesting that 2D US images can be used more 
reliably for DDH assessment. Despite limitations, such as not considering the temporal 
dimension and the reduced usefulness of optical flow data for larger slice intervals, the 
study significantly contributes to the literature by demonstrating the potential for more 
repeatable dysplasia measurements using 2D US, which could enhance the reliability of 
DDH diagnosis in clinical settings.

Xu et al.’s (2023) study developed an online diagnostic tool for DDH using a multi-
task hourglass network designed to detect key landmarks on hip X-rays and predict the 
developmental age of the femoral head. The network demonstrated strong performance, 
achieving a mean pixel error of 4.64 for landmark detection and an 89% accuracy rate 
in age prediction. This study significantly contributes to the field by integrating both 



64 Copyright © 2024 by ISRES Publishing

New Generation Technologies and Sustainability in Health:Current Studies

landmark detection and age prediction into a single model, providing a comprehensive 
diagnostic approach. Additionally, the creation of a large-scale, expertly annotated DDH 
dataset enhances its value to the literature. However, the study also has limitations, such 
as challenges with pixel errors due to bone morphology diversity and a lack of images 
from patients older than 12 years, suggesting areas for future improvement. The study 
exemplifies the practical application of deep learning in telemedicine, with the potential 
to improve healthcare access in underserved regions.

The study titled Diagnosis of Developmental Dysplasia of the Hip by Ultrasound 
Imaging Using Deep Learning evaluates the effectiveness of deep learning models in 
diagnosing DDH from USimages. The research utilized three pre-trained deep learning 
models (SqueezeNet, MobileNet_v2, and EfficientNet) and assessed their performance 
in distinguishing between normal and DDH-affected hips in infants under six months 
old. The study’s findings indicate that all models achieved high accuracy, precision, 
recall, and F-measure scores, highlighting the potential of deep learning to assist in the 
accurate diagnosis of DDH. Notably, the models focused on critical regions, such as 
the labrum and joint capsule, for DDH cases, aligning with areas of interest for human 
experts. This work suggests that AI can significantly enhance the reliability of DDH 
screening, particularly when standard ultrasound planes are used. However, the study 
also has limitations, including the exclusion of poor-quality images and the need for 
larger sample sizes in future research (Kinugasa et al.,2023).

Sezer and Sezer (2023) proposed an automatic segmentation method based 
on Mask R-CNN to accurately detect the measurable standard plane in Graf hip 
ultrasonography images. The study examined hip ultrasonograms from 675 infants, 
focusing on segmenting key anatomical structures such as the labrum, iliac wing, and the 
lower limb of the ilium. The method demonstrated high accuracy, with average success 
rates of 96.95% and 96.96% according to the Dice and mAP metrics, respectively. The 
highest success rates were observed in type 1 hips and the iliac wing region. The results 
suggest that Mask R-CNN is a robust tool for improving the accuracy and consistency 
of DDH assessments, particularly in complex anatomical regions. The study indicates 
that this deep learning-based segmentation method has significant potential for clinical 
applications, and future research could explore its integration into mobile platforms for 
real-time guidance in clinical settings.

The study titled “The Diagnosis of Developmental Dysplasia of the Hip From Hip 
Ultrasonography Images With Deep Learning Methods” makes a notable contribution 
to the literature by applying deep learning techniques, such as transfer learning with 
pretrained models like VGG-16, ResNet-101, MobileNetV2, and GoogLeNet, to the 
diagnosis of  DDH using ultrasonography images. A particularly innovative aspect is 
the inclusion of US images with incorrect probe positioning, addressing a common 
clinical issue and reducing the likelihood of misdiagnosis. The study reports impressive 
performance metrics, especially with the VGG-16 model, achieving high accuracy, 
sensitivity, specificity, precision, F1 score, and an AUC of 0.99. These findings suggest 
that deep learning-assisted ultrasonography could be valuable in clinical practice, 
particularly for less experienced clinicians. However, the study’s limitations, including 
the small dataset size, reliance on images from a single ultrasound device, and focus on 2D 
sonograms, highlight the need for further research with larger datasets, multiple devices, 
and the exploration of 3D imaging techniques to enhance the clinical applicability of 
these methods (Atalar et al., 2023).
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Li et al.’s (2024) study introduced a semi-supervised deep learning framework 
aimed at diagnosing DDH in infants using multisource US images. This framework is 
notable for leveraging a large volume of unlabeled images through contrastive learning, 
addressing the common issue of limited labeled data. Their method achieved higher 
accuracy in identifying landmarks and recognizing standard planes compared to previous 
models, with a mean Dice similarity coefficient (DSC) of 0.7873 and a mean Hausdorff 
distance (HD) of 5.0102. Additionally, the accuracy, precision, and recall of standard 
plane recognition were 95.4%, 91.64%, and 94.86%, respectively. By incorporating 
contrastive self-supervised learning, the study reduces the dependency on extensive 
annotated datasets, making AI-driven diagnosis more feasible in resource-limited 
clinical environments. However, the study faced limitations, including the lack of data 
diversity, as the training data only included type I and type II hips, and the absence of 
automatic standard plane acquisition during examinations. Furthermore, the research 
was conducted at a single medical center, limiting the generalizability of its findings. 
Despite these challenges, the study contributes valuable insights into the use of AI in 
pediatric orthopedics, presenting a promising approach for improving the early detection 
and treatment of DDH.

Shimizu et al.’s (2024) study presents a significant advancement in pediatric 
orthopedics through the development of a bimodal machine learning model that 
integrates automatically generated clinical measurements with radiographic images for 
diagnosing unstable hips in infants. The model outperforms traditional CNN models and 
other machine learning approaches, demonstrating superior diagnostic accuracy, with 
an average AUROC of 0.885 and an AUPRC of 0.804. By automating the calculation 
of key clinical parameters, the model reduces the need for manual measurements and 
potentially diminishes the reliance on provocative maneuvers, which are skill-dependent 
and prone to variability. However, the study’s reliance on radiographic images and a 
limited dataset raises concerns about its generalizability, particularly in settings where 
ultrasound is preferred. Despite these limitations, the research demonstrates the potential 
of integrating multiple data sources to enhance the accuracy of AI-driven healthcare 
solutions, though further validation is needed across different modalities and broader 
patient populations .

Pelit et al.’s (2024) study employed a deep learning-based approach using the 
YOLOv8 algorithm to enhance the Graf method, which is widely used for diagnosing 
DDH in newborns through US imaging. The study effectively detected critical 
anatomical structures, including the iliac wing, labrum, and acetabulum, with accuracy 
rates of 98.30%, 93.57%, and 94.25%, respectively, demonstrating the algorithm’s 
capability in contributing to more consistent and accurate DDH diagnosis. Notably, the 
YOLOv8l model outperformed others in detecting the labrum region, underscoring its 
potential in clinical applications. However, the study also identified limitations related to 
image resolution and noise, suggesting that improvements in these areas could enhance 
detection accuracy. The research significantly contributes to the literature by showcasing 
the practical benefits of integrating deep learning algorithms into DDH diagnosis, 
highlighting the potential for more reliable and precise assessments.

The study by Darılmaz et al. (2024) focused on the development of an artificial 
intelligence (AI)-based system for hip ultrasound screening in DDH. In the research, 
hip US data from 110 infants were used, and standard plane detection was performed 
using the SSD deep learning algorithm combined with the MobileNet neural network. 
As shown in Figure 9, the SSD-MobileNet model is designed to perform standard plane 
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detection quickly and efficiently. The developed model achieved accuracy rates similar 
to those of expert radiologists and orthopedists, and it helped reduce error rates for less 
experienced users by standardizing the evaluation process. Test results showed a high 
inter-observer agreement (96.2%), and despite some artifact errors, the AI model was 
highly successful in detecting the iliac wing, acetabular depth, and labrum. Figure 10 
shows the AI’s detection outputs for an object identified in a US image. The study’s 
limitations include the use of pre-recorded videos instead of real-time data and the 
absence of Graf type classification. The research. demonstrated that AI-based systems 
can improve accuracy in DDH screenings, reduce human error, and contribute to the 
standardization of ultrasonographic evaluations in clinical practice.

Figure 9
SSD MobileNet model architecture (Darılmaz et al., 2024)

Figure 10 
SSD Algorithm object detection output (Darılmaz et al., 2024)

The study titled “Automatic and Human-Level Graf’s Type Identification 
for Detecting Developmental Dysplasia of the Hip’’ presents a sophisticated deep 
neural network model designed to automate the identification of DDH in neonates, a 
condition that, if left untreated, can lead to severe complications. The model focuses on 
accurately identifying five key anatomical points on 2D ultrasonographic images, which 
are essential for calculating the alpha and beta angles according to Graf’s method—
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an established standard for DDH classification. With a high correlation coefficient of 
0.89 for alpha angle measurements, the model’s outputs closely align with those of 
human experts, underscoring its precision and reliability. Moreover, the model achieves 
remarkable diagnostic accuracy, evidenced by AUROC values of 0.937 and 0.974 for 
detecting abnormal and dysplastic hips, respectively. These results not only highlight 
the model’s potential to improve diagnostic consistency but also suggest its capacity to 
reduce the dependency on highly skilled operators, making it a valuable tool in clinical 
settings where experienced personnel may be scarce. Additionally, the study emphasizes 
the model’s generalizability across different datasets, with agreement rates between the 
model and human experts indicating that it can maintain high performance in varied 
clinical environments. This research contributes significantly to the growing body of 
literature on ML-driven medical diagnostics, particularly in pediatric orthopedics, where 
early and accurate detection of conditions like DDH is crucial for effective treatment and 
long-term patient outcomes (Chen et al., 2024).

Huang et al. (2024) introduced the Involution Transformer-based U-Net (IT-
UNet), a novel architecture designed for detecting anatomical landmarks in USimages 
for diagnosing infantile DDH. Their approach integrates the Involution Transformer 
Module, enhancing spatial information and long-range dependencies, which improves 
landmark detection accuracy. Additionally, they proposed an Involution Downsampling 
Block that effectively addresses feature loss during downsampling, further refining 
detection precision. While their method demonstrated strong performance on DDH 
ultrasound datasets, increased computational complexity and a limited focus on six 
anatomical landmarks highlight opportunities for future improvements and broader 
generalizability.

Table 1
Taxonomy of machine learning techniques applied to hip dislocation detection in infants

Supervised Learning Unsupervised 
Learning

Semi-
supervised 
Learning

SVM CNNs K-means CNNS
Hareendranathan 
et al. 2017a

Hareendranathan et al. 
2021 Liu et al. 2020 Hareendranathan 

et al. 2016 Liu et al. 2024

Liu et al. 2019 Lee J. H. 2021 Chen et al. 2024

Hu et al. 2021 Oelen et al. 2022
RNN Park et al. 2021 Pelit et al. 2024

Paserin et al. 2018 El-Hariri et al. 2021 Paserin et al. 2017
Liu et al. 2021 Shimizu et al. 2024

Random Forest Gong et al. 2021 Paserin et al. 2018
Quader et al. 2017 Fraiwan et al. 2022 Liu et al. 2019

Xu et al. 2022 Atalar et al. 2023
Meta-Learning Xu et al. 2021 El-Hariri et al. 2019
Gong et al. 2021 Kaderdina et al. 2023 Kinugasa et al. 2023

Chen et al. 2022 Zhang et al. 2020
El-Hariri 2020 Sezer and Sezer 2020
Huang et al. 2024 Kannan et al. 2020

Sezer and Sezer 2023 Chen et al. 2020

Xu et al. 2023 Lee et al. 2021
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Jan et al. 2023 Den et al. 2023

Jaremko et al. 2023 Çevik ve Andaç 2022
Ghasseminia et al. 
2022

Hareendrananthan et 
al. 2022a
Hareendranathan et al. 
2017a

Conclusion 

The application of ML in the diagnosis of DDH represents a significant advancement 
in pediatric healthcare. Through various ML-based methodologies, including deep 
learning and machine learning models, the detection of hip dislocation in infants has 
become more accurate, reliable, and less dependent on operator expertise. This review 
has synthesized the findings from multiple studies, demonstrating that ML-driven tools 
can improve diagnostic consistency, reduce variability, and potentially lead to earlier 
interventions. While challenges remain, such as the need for large, diverse datasets and 
further validation in clinical settings, the integration of ML into DDH screening and 
diagnosis holds great promise for enhancing the standard of care. Future research should 
focus on addressing these challenges and expanding the applicability of ML-based 
solutions to broader clinical environments. With continued innovation and refinement, 
ML has the potential to transform the diagnosis and management of DDH, leading to 
better outcomes for infants worldwide. 
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Introduction

Breast cancer remains one of the most common and life-threatening cancers affecting 
women worldwide, posing a significant public health issue (Figure 1). The disease’s 
impact is profound, and the challenge of detecting it early enough to improve treatment 
outcomes is a crucial focus in the medical community. Early diagnosis is pivotal in 
enhancing survival rates, as it enables timely intervention, which can significantly 
reduce the disease’s progression. Despite the importance of early detection, traditional 
diagnostic methods, such as mammography and biopsy, face limitations that can affect 
their effectiveness. These conventional approaches often struggle with issues like false 
positives, false negatives, and varying levels of accuracy, leading to potential delays in 
treatment or unnecessary medical procedures (DeSantis et al., 2019). Such challenges 
underscore the need for advancements in diagnostic techniques to ensure more accurate 
and reliable results.

The integration of machine learning (ML) and artificial intelligence (AI) 
technologies into medical diagnostics has emerged as a promising solution to these 
challenges. In recent years, the advent of these technologies has revolutionized numerous 
facets of healthcare, especially in fields that necessitate the analysis of extensive and 
intricate datasets. AI and ML models are uniquely positioned to enhance breast cancer 
diagnosis by processing vast amounts of medical data quickly and accurately, potentially 
surpassing the capabilities of traditional diagnostic methods (Bray et al., 2018). These 
advancements provide a more detailed comprehension of patient data, enabling earlier 
detection of malignancies, minimizing diagnostic errors, and ultimately enhancing patient 
outcomes. The growing interest in AI and ML in breast cancer diagnosis highlights the 
potential for these tools to revolutionize how this disease is detected and treated, offering 
hope for better management and survival rates in the future.

Beyond improving diagnostic accuracy, integrating AI and ML in breast cancer 
screening could also lead to more personalized treatment plans. By analyzing data at 
a granular level, these technologies can identify specific cancer subtypes and predict 
responses to various treatments, enabling healthcare providers to tailor interventions more 
precisely to individual patients. This personalized approach optimizes treatment efficacy, 
minimizes side effects, and improves patients’ overall quality of life. Additionally, AI-
driven models can continuously learn and improve, adapting to new data and evolving 

Chapter 5



75 Copyright © 2024 by ISRES Publishing

New Generation Technologies and Sustainability in Health:Current Studies

medical knowledge. This further solidifies their potential as a dependable tool in 
combating breast cancer. The continued development and implementation of these 
advanced diagnostic methods could mark a significant turning point in breast cancer 
care, moving towards a future where early detection and personalized treatment are the 
norms, ultimately saving more lives and improving patient outcomes.

Literature Review

The integration of ML and AI into breast cancer diagnostics has been extensively explored 
in recent studies, underscoring the growing role of these technologies in enhancing 
diagnostic accuracy and efficiency. Research by applying deep learning models to 
mammogram images demonstrated improved performance in detecting malignant tumors 
compared to traditional methods (Abdel-Zaher & Eldeib, 2016). Similarly, an AI-based 
system developed to detect invasive breast cancer in histopathological images achieved 
significant accuracy improvements over human pathologists (Cruz-Roa et al., 2014).

In another study, convolutional neural networks (CNNs) were utilized for breast 
cancer detection from mammographic images, achieving high classification accuracy 
and demonstrating the potential of AI for breast cancer screening (Chougrad et al., 
2018). Similarly, an extensive review of deep learning applications in medical imaging 
has shown that AI systems can not only match but sometimes surpass radiologists’ 
performance in detecting breast cancer (Litjens et al., 2017).

Additional progress has been achieved with a hybrid model combining deep 
learning and traditional statistical methods for breast cancer risk prediction, which proved 
to be more accurate than existing risk assessment tools and underscored the importance 
of AI in forecasting long-term cancer risks (Yala et al., 2019). These findings are echoed 
by research that showed an AI model reducing false positives and negatives in breast 
cancer screenings across multiple datasets (McKinney et al., 2020).

Current studies continue to expand upon these foundations. Employing attention-
based neural networks to enhance mammogram image classification has markedly 
increased diagnostic accuracy, demonstrating how AI’s continuous learning abilities can 
evolve over time (Wang et al., 2022). This is consistent with the integration of deep 
learning and Internet of Things (IoT) technology to create a system for real-time breast 
cancer diagnosis, highlighting the potential for AI-powered remote diagnostics (Al-
Antari et al., 2020).

These studies collectively suggest that AI and ML technologies are on the 
verge of transforming breast cancer diagnostics, offering improvements in detection 
accuracy, personalized treatment recommendations, and long-term risk predictions. This 
expanding body of research underscores the need for ongoing research and development 
in this area, which could eventually result in more effective and accessible cancer care 
for patients worldwide.
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Figure 1
Worldwide Breast Cancer Incidence Graph (Breast Cancer, 2018).

Purpose of the Study

This study primarily aims to assess the effectiveness of ML algorithms as an alternative 
to conventional methods in diagnosing breast cancer. The study involves training various 
ML models on a dataset with clinical features related to breast cancer, aiming to compare 
their success rates in accurately diagnosing the disease. These models are thoroughly 
evaluated using key performance metrics such as accuracy, precision, recall, F1 score, 
and the area under the ROC curve (ROC AUC). The objective is to evaluate the potential 
of these algorithms in enhancing diagnostic outcomes and to offer insights for future 
research and clinical applications.

Problem Statement

Traditional methods for breast cancer diagnosis, while essential, have notable limitations 
that can impact the accuracy and timeliness of diagnosis. These limitations include the 
potential for false positives and negatives, which can either delay necessary treatment 
or result in unnecessary procedures. The problem this study addresses is whether 
ML models can overcome these limitations by providing more accurate and reliable 
diagnostic outcomes. The study poses the following key questions:

1.Can ML models improve the accuracy of breast cancer diagnosis compared to 
traditional diagnostic methods?

2.Which ML models have demonstrated the highest performance in terms of 
accuracy, precision, recall, F1 score, and ROC AUC among the ML models 
studied?

3.What are the implications of adopting ML models for breast cancer diagnosis 
in clinical practice?
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Hypotheses

The study is guided by the following hypotheses:

• ML models, particularly ensemble methods like Gradient Boosting and AdaBoost,
will outperform traditional diagnostic methods in terms of accuracy and overall
performance metrics.

• Utilizing ML models will decrease false positive and false negative rates, thus
improving the reliability of breast cancer diagnosis.

• The effective implementation of ML models in breast cancer diagnosis could
revolutionize clinical practices, resulting in better patient outcomes and more
efficient use of healthcare resources.

This study’s findings aim to contribute to the ongoing efforts to improve breast
cancer diagnosis through advanced technological approaches, ultimately striving to 
enhance patient care and survival rates. By addressing the limitations of traditional 
methods and exploring the capabilities of ML algorithms, this research seeks to provide 
valuable insights into the future of breast cancer diagnostics.

Material and Methods

This section will introduce the dataset used in the study and outline the steps taken for 
data preprocessing. The ML models used in the study will be explained, followed by how 
these models were trained and evaluated. This section will also cover the performance 
metrics used to evaluate the effectiveness of each model, providing a clear understanding 
of the methodology behind breast cancer diagnosis analysis.

Dataset  

The dataset utilized in this study was sourced from a comprehensive database that 
includes both clinical and visual features relevant to breast cancer diagnosis. Specifically, 
the dataset comprises 213 patient observations collected over 24 months, from January 
2019 to August 2021, at the University of Calabar Medical School Cancer Registry. 
This dataset contains 11 key features: year of diagnosis, age, menopausal status, tumor 
size (measured in centimeters), number of invasive nodes, affected breast (left or 
right), presence of metastasis, affected breast quadrant, history of breast disease, and 
the diagnosis result (benign or malignant) (Fatemeh Mehrparvar, s.a.). The independent 
variables include a combination of radiological and cellular features of the tumor, along 
with clinical characteristics such as tumor size. The target variable is a classification 
label that indicates whether the tumor is benign or malignant, serving as the outcome 
that the ML models aim to predict.

Data Preprocessing

The dataset was meticulously pre-processed to ensure its suitability for effective 
machine learning analysis. Initially, the independent variables were standardized using 
z-score normalization, which adjusts the data so that each feature has a mean of 0 and
a standard deviation of 1. This standardization was essential for models sensitive to the
scale of input data, such as support vector machines and neural networks. Additionally,
categorical variables such as menopausal status and affected breast were converted into
numerical values using one-hot encoding. This conversion allowed the ML algorithms
to interpret these categorical variables as meaningful inputs.
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After completing these pre-processing steps, the dataset was divided into two 
subsets: 80% was allocated to the training set for training and tuning the models, and the 
remaining 20% was designated as the test set for evaluating the models’ performance 
and generalization to new, unseen data. This split ensures that the models are tested on 
independent data, providing a more accurate assessment of their predictive capabilities. 
If cross-validation was used, it would involve dividing the dataset into k folds and 
training/testing the model k times with different subsets. In the current code, however, 
this method was not applied.

Modeling   

In this study, six different ML models were employed to evaluate their effectiveness in 
breast cancer diagnosis: Random Forest Classifier, Decision Tree Classifier, Gaussian 
Naive Bayes (GaussianNB), Gradient Boosting Classifier, AdaBoost Classifier, and 
Bagging Classifier. Each of these models was trained on the training dataset to identify 
patterns and relationships within the data that could distinguish between benign and 
malignant tumors. After training, the models were tested on a separate test dataset to 
assess their performance and generalization capabilities. This evaluation was crucial for 
understanding how well the models could predict outcomes on new, unseen data.

For the initial analysis, the hyperparameters of each model were set to their default 
values (Table 1). This approach allowed for a straightforward comparison of the models’ 
baseline performance without the influence of extensive tuning. The default settings 
for each model were used to provide a benchmark for understanding their predictive 
power. The models’ default hyperparameters are typically standardized across libraries, 
ensuring consistency in initial evaluations. However, if deviations from default settings 
are used, the specific hyperparameters can be detailed.

Table 1
Default Hyperparameters for Machine Learning Models

Model Default Hyperparameters
Random 
Forest 

Classifier
n_estimators=100, max_depth=None, min_samples_split=2, min_

samples_leaf=1, bootstrap=True

Decision Tree 
Classifier

criterion=”gini”, splitter=”best”, max_depth=None, min_samples_
split=2, min_samples_leaf=1

Gaussian NB No hyperparameters to tune (uses default var_smoothing=1e-9)

Gradient 
Boosting 
Classifier

n_estimators=100, learning_rate=0.1, max_depth=3, min_
samples_split=2, min_samples_leaf=1, subsample=1.0

AdaBoost 
Classifier

n_estimators=50, learning_rate=1.0 (with base estimator 
DecisionTreeClassifier having max_depth=1, min_samples_

split=2, min_samples_leaf=1)

Bagging 
Classifier

n_estimators=10, max_samples=1.0, max_features=1.0, 
bootstrap=True, bootstrap_features=False (with base estimator 

DecisionTreeClassifier having max_depth=None)

The use of default hyperparameters provides a clear baseline for comparing 
model performance. This initial analysis does not include hyperparameter tuning, which 
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could be performed in future studies to optimize model performance further.

Machine Learning

Machine learning (ML) is a powerful tool that enables computers to learn from data by 
developing mathematical models capable of making predictions or decisions without 
explicit programming. Through this process, ML identifies patterns in data and uses them 
to build models that improve over time as more data and experience are accumulated 
(Machine Learning, 2021). Just as human expertise deepens with experience, ML models 
become more accurate and effective as they process increasing amounts of information. 
This iterative learning process allows ML models to refine their predictions and adapt to 
new data, making them invaluable in various applications, including medical diagnostics.

One of the key factors contributing to the widespread adoption of ML is its 
capacity to handle vast and complex datasets, which are becoming increasingly common 
in today’s data-driven world. The growing preference for Bayesian analysis, which 
provides a probabilistic framework for decision-making, has further fueled interest 
in ML. Additionally, the surge in the availability of diverse data types and volumes, 
coupled with advancements in computational power, has made it possible to perform 
sophisticated analyses quickly and cost-effectively. The ability to store and process large 
datasets economically has also played a significant role in the rising importance of ML 
in various fields, including healthcare (SAS, 2021).

In the realm of breast cancer diagnosis, ML presents a promising path for 
improving the accuracy and efficiency of detection methods. Traditional diagnostic 
approaches, while valuable, often face limitations that can result in misdiagnosis or 
delayed treatment. ML models, on the other hand, have the potential to analyze vast 
amounts of medical data such as imaging, genetic information, and clinical records more 
effectively than human practitioners alone. By detecting subtle patterns and correlations 
that may not be immediately obvious, these models can lead to earlier and more accurate 
diagnoses, ultimately enhancing patient outcomes.

This study outlines a comprehensive approach to evaluating the performance 
of ML models in breast cancer diagnosis. It involves a series of methodical steps 
designed to assess the accuracy, reliability, and overall effectiveness of these models. 
By systematically analyzing different ML techniques and their application in breast 
cancer screening, the study seeks to offer insights into how these technologies can be 
optimized for improved diagnostic performance. Through this evaluation, the study adds 
to the expanding body of research that advocates for the integration of ML in medical 
diagnostics, especially in the crucial area of breast cancer detection.

Performance Measures   

Each ML model’s performance was meticulously evaluated using a variety of metrics to 
offer a comprehensive assessment of their diagnostic capabilities. Key metrics included 
accuracy, which measures the overall correctness of the model’s predictions; precision, 
which indicates the proportion of true positive predictions among all positive predictions; 
recall, which evaluates the model’s ability to identify all true positives; and the F1 
score, which balances precision and recall to provide a single measure of the model’s 
effectiveness. Additionally, the area under the ROC curve (ROC AUC) was calculated 
for each model, offering insight into their ability to distinguish between benign and 
malignant cases across various threshold settings.

To gain a deeper understanding of each model’s classification performance, 
confusion matrices were created and examined. These matrices facilitated the visualization 
of the models’ errors by showing the counts of true positives, true negatives, false 
positives, and false negatives. This thorough examination provided a clearer insight into 
where each model excelled or struggled in its predictions. Through these evaluations, 
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the study objectively assessed the strengths and weaknesses of each ML model in breast 
cancer diagnosis, offering valuable insights into their potential clinical applications.

Findings and Discussions

In this section, I present and analyze the performance outcomes of the ML models 
assessed in this study. I begin with a summary of the performance metrics for each 
model, as illustrated in Table 2. Following this summary, I provide a detailed comparison 
of the models based on their performance metrics and discuss the implications of these 
findings in the context of breast cancer diagnosis.

Table 2
Performance Evaluation Results

Model Accuracy Precision Recall F1 Score ROC AUC

Random Forest Classifier 0.930 1.000 0.824 0.903 0.912

Decision Tree Classifier 0.744 0.667 0.706 0.686 0.738

Gaussian Naive Bayes 0.907 1.000 0.765 0.867 0.882

Gradient Boosting Classifier 0.860 0.867 0.765 0.813 0.844

AdaBoost Classifier 0.814 0.737 0.824 0.778 0.816

Bagging Classifier 0.860 0.824 0.824 0.824 0.854

Random Forest Classifier

The Random Forest Classifier is an ensemble learning algorithm known for its capability 
to produce highly accurate and robust predictive models. This algorithm functions by 
creating multiple decision trees, each constructed from a random subset of features within 
the dataset. These individual decision trees work independently to classify data points 
based on the selected features, contributing to a collective decision-making process. The 
final prediction of the Random Forest Classifier is derived by aggregating the results of 
all the decision trees, typically through a majority voting system. This approach not only 
improves the accuracy of predictions but also greatly minimizes the risk of overfitting, 
which is a common issue in single decision tree models (Liaw & Wiener, 2002).

Superior Performance in Breast Cancer Diagnosis

In the realm of breast cancer diagnosis, the Random Forest Classifier has shown 
outstanding performance across various evaluation metrics, establishing itself as a top 
choice among the ML models examined in this study. According to the outputs of the 
applied models, the Random Forest Classifier achieved the highest accuracy (Table 2), 
indicating its superior ability to correctly classify both benign and malignant tumors. 
This high accuracy is crucial in medical diagnostics, where the cost of misclassification 
can be extremely high.

Precision, which indicates the proportion of true positive predictions among all 
positive predictions, was also the highest for the Random Forest Classifier. This metric 
is especially crucial in breast cancer diagnosis, as high precision reduces the chances 
of false positives, where benign tumors are mistakenly classified as malignant. False 
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positives can lead to unnecessary anxiety for patients and may result in avoidable medical 
procedures, making high precision a desirable attribute in diagnostic models.

Additionally, the Random Forest Classifier performed exceptionally well in 
terms of the F1 score, which is the harmonic mean of precision and recall. A high F1 
score signifies that the model not only makes accurate predictions but also effectively 
identifies the majority of true positives. This balance between precision and recall 
ensures that the model is both reliable and comprehensive in its diagnostic capabilities.

As shown in Figure 2, the confusion matrix further demonstrates the Random 
Forest Classifier’s capability to accurately classify the majority of cases, reducing false 
positives and negatives. The area under the Receiver Operating Characteristic curve 
(ROC AUC) for the Random Forest Classifier was also one of the highest, further 
highlighting its effectiveness in distinguishing between benign and malignant cases. 
The ROC AUC value, shown in Figure 3, provides insight into the model’s ability to 
differentiate between the two classes across various threshold settings. A high ROC AUC 
value indicates that the model is consistently accurate regardless of the chosen threshold, 
making it a robust tool for clinical decision-making.

Balancing Complexity and Performance

Although the Random Forest Classifier has demonstrated exceptional performance, it is 
important to recognize that this is accompanied by an increase in model complexity. The 
complexity arises from the need to construct and manage multiple decision trees, each 
with its own set of rules and feature selections. This complexity, however, is generally 
justified by the significant improvements in predictive accuracy and reliability. In 
practical terms, the benefits of using the Random Forest Classifier, such as its ability 
to handle large datasets, manage missing values, and provide insights into feature 
importance often outweigh the challenges associated with its complexity.

In conclusion, the Random Forest Classifier has proven to be a highly effective 
ML  model for breast cancer diagnosis. Its outstanding performance across key metrics, 
such as accuracy, precision, F1 score, and ROC AUC, makes it an invaluable tool in 
the early detection and diagnosis of breast cancer. Despite its complexity, the model’s 
ability to deliver reliable and accurate predictions positions it as a promising alternative 
to traditional diagnostic methods, offering the potential to improve patient outcomes and 
enhance clinical practices.

Figure 2
Random Forest Classifier Confusion Matrix
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Figure 3
Random Forest Classifier ROC Curve

Decision Tree Classifier

The Decision Tree Classifier is among the most basic yet essential algorithms in machine 
learning (ML), especially recognized for its simplicity and interpretability. This algorithm 
functions by constructing decision trees designed to identify the optimal separation points 
within the dataset’s features. These separation points, or “splits,” are determined based 
on criteria such as information gain or Gini impurity, which help the model distinguish 
between different classes. Once these splits are established, the decision tree classifies 
new data points by following the paths defined by the splits, ultimately arriving at a 
classification decision.

Performance in Breast Cancer Diagnosis

Despite its straightforward design, the Decision Tree Classifier exhibited lower 
performance compared to more complex models in the context of breast cancer diagnosis. 
As shown in Table 2, the Decision Tree Classifier had relatively lower accuracy, indicating 
it was less effective at correctly classifying both benign and malignant tumors. This 
lower accuracy suggests the model may be more prone to errors, which could potentially 
lead to misclassifications in a clinical setting where accuracy is critical.

As illustrated in Figure 4, the confusion matrix highlights the model’s 
classification errors, indicating that it was less successful in distinguishing between 
benign and malignant cases. Sensitivity (recall), which measures the model’s ability 
to identify true positive cases, was also lower for the Decision Tree Classifier. This is 
particularly concerning in breast cancer diagnosis, as low sensitivity means the model 
could miss a significant number of malignant cases, leading to potential delays in 
necessary treatment.

While the Decision Tree Classifier is easy to understand and interpret, making it 
an attractive option for those who value model transparency, its performance limitations 
are significant. The model’s simplicity, which is one of its main strengths, also contributes 
to its lower performance. Unlike more sophisticated models, the Decision Tree Classifier 
struggles to capture complex patterns and interactions within the data, resulting in less 
accurate classifications.

Considerations for Clinical Application

Given its lower accuracy and sensitivity, the Decision Tree Classifier may not be the 
optimal standalone choice for breast cancer diagnosis when compared to more advanced 
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models. However, its simplicity and interpretability still make it valuable in certain 
contexts, such as educational settings, or as a baseline for comparing other models. 
Moreover, the Decision Tree Classifier can be useful in cases where transparency and 
ease of explanation are crucial, such as when healthcare providers need to understand and 
communicate the reasoning behind a diagnosis. As illustrated in Figure 5, the ROC curve 
further demonstrates the Decision Tree Classifier’s capability to distinguish between 
benign and malignant tumors. The lower ROC AUC value underscores the model’s 
reduced capability in distinguishing between the two classes across various threshold 
settings.

In summary, while the Decision Tree Classifier remains a fundamental ML model 
with advantages in simplicity and interpretability, its lower performance in breast cancer 
diagnosis relative to other models suggests that it may be less suitable for this particular 
application. These findings highlight the importance of considering both the strengths 
and limitations of different ML models when choosing the most suitable tool for clinical 
diagnostics.

Figure 4
Decision Tree Classifier Confusion Matrix

Figure 5
Decision Tree Classifier ROC Curve
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Gaussian Naive Bayes (GaussianNB)

Gaussian NB, or Gaussian Naive Bayes, is a probabilistic classifier grounded in Bayes’ 
theorem, which assumes strong independence among features. The model presumes that 
the dataset’s features follow a normal (Gaussian) distribution, simplifying the learning 
process and enabling fast and efficient classification, especially for continuous and 
normally distributed features (Rish, 2001). Despite its computational efficiency and 
simplicity, Gaussian Naive Bayes (NB) has particular strengths and limitations that must 
be taken into account in the context of breast cancer diagnosis.

Performance in Breast Cancer Diagnosis

In the present study, Gaussian NB exhibited moderate performance relative to more 
complex models like Random Forest Classifier and Gradient Boosting Classifier. While 
it achieved high accuracy and precision (Table 2), highlighting its ability to correctly 
classify most cases and accurately identify true positives, the model performed less well 
in terms of recall and F1 score. Lower recall indicates that Gaussian NB may miss a 
significant number of true positive cases, which is critical in breast cancer diagnosis, 
where early detection of malignant tumors is essential. As demonstrated in Figure 6, the 
confusion matrix reveals that Gaussian NB was less reliable in identifying malignant 
cases, leading to potential false negatives. The ROC AUC, a measure of the model’s 
ability to distinguish between benign and malignant tumors across different threshold 
settings, was also lower compared to the top-performing models (Figure 7). A lower 
ROC AUC suggests that the model’s classification performance is inconsistent across 
various thresholds, which could introduce variability in diagnostic outcomes.

Considerations for Clinical Application

Given its moderate performance, Gaussian NB may not be the optimal standalone model 
for breast cancer diagnosis in clinical environments that require high precision and 
recall. However, its simplicity and speed make it a valuable model for initial screenings 
or as part of an ensemble approach. It could provide quick, preliminary assessments in 
conjunction with more advanced models. Furthermore, Gaussian NB may perform better 
when applied to datasets where the features closely follow the Gaussian distribution 
assumption, making it potentially useful in certain clinical scenarios. In conclusion, 
while Gaussian NB offers advantages in speed and simplicity, its limitations in recall 
and overall classification consistency suggest that it should be used cautiously in breast 
cancer diagnosis. Its best application may be as a supplementary model within a larger 
diagnostic framework, rather than the primary tool for clinical decision-making.

Figure 6
Gaussian NB Confusion Matrix
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Figure 7
Gaussian NB ROC Curve

Gradient Boosting Classifier

The Gradient Boosting Classifier is a powerful ML algorithm that employs the gradient 
boosting technique, an ensemble method that enhances the performance of weak 
learners, often decision trees, by combining them into a single strong predictive model. 
Introduced by Friedman (2001), this method operates through an iterative process where 
each new model is trained to correct the errors made by its predecessors. By continuously 
adjusting and refining its predictions, the Gradient Boosting Classifier aims to minimize 
the overall prediction error, making it particularly effective for complex classification 
tasks (Friedman, 2001).

Performance in Breast Cancer Diagnosis

In this study, the Gradient Boosting Classifier demonstrated solid performance across 
various evaluation metrics, establishing itself as one of the more balanced models tested 
for breast cancer diagnosis. As seen in Table 2, the model achieved high accuracy, 
highlighting its strong ability to correctly classify cases as either benign or malignant. 
This is especially crucial in medical diagnostics, where accurate classification can 
significantly impact patient outcomes.

Moreover, the precision of the Gradient Boosting Classifier, which measures the 
proportion of true positive cases among all positive predictions, was notably high. This 
indicates that the model effectively minimizes false positives, which is essential in breast 
cancer diagnosis, where reducing unnecessary stress and procedures for patients with 
benign tumors is a key concern. The model also maintained a well-balanced performance 
between precision and recall, as indicated by its F1 score. This balance suggests that 
the Gradient Boosting Classifier not only identifies true positive cases accurately but 
also does so consistently across different classification thresholds. Such consistency is 
invaluable in clinical settings, where reliable performance across a variety of cases is 
necessary to ensure accurate and timely diagnosis.

As shown in Figure 8, the confusion matrix illustrates that the Gradient Boosting 
Classifier successfully differentiates between benign and malignant cases. Additionally, 
the model’s area under the ROC curve (ROC AUC), depicted in Figure 9, was competitive 
with the top-performing models in this study. A high ROC AUC indicates that the model 
excels in distinguishing between benign and malignant cases across various thresholds, 
enhancing its reliability in different clinical scenarios.
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Considerations for Clinical Application

The Gradient Boosting Classifier’s main strengths lie in its balanced performance and 
its iterative learning process, which allows it to progressively improve its predictions. 
This makes it a highly effective tool in diagnostic workflows. However, the model’s 
iterative nature can be computationally intensive, requiring more time and resources 
compared to simpler models like the Decision Tree Classifier or Gaussian Naive Bayes 
(GaussianNB).

Despite these considerations, the Gradient Boosting Classifier’s performance 
suggests that it could be highly valuable in breast cancer diagnosis, particularly in 
settings where accuracy and consistency are critical. The model’s capacity to correct 
previous errors and focus on difficult-to-classify cases makes it particularly well-suited 
for minimizing both false positives and false negatives, which is crucial in medical 
diagnostics.

In conclusion, the Gradient Boosting Classifier offers a robust and balanced 
approach to breast cancer diagnosis, excelling across key performance metrics. Its 
iterative nature, combined with its strong ability to refine predictions over time, makes it 
a promising tool that could improve diagnostic accuracy and patient outcomes, offering 
an effective alternative to traditional diagnostic methods.

Figure 8
Gradient Boosting Classifier Confusion Matrix
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Figure 9
Gradient Boosting Classifier ROC Curve 

AdaBoost Classifier

The AdaBoost Classifier, or Adaptive Boosting, is a well-known machine learning (ML) 
algorithm that belongs to the ensemble learning family. This technique combines multiple 
weak classifiers, typically decision trees, to create a single, robust predictive model. The 
fundamental concept of AdaBoost is to sequentially adjust the weights of misclassified 
instances, thus directing subsequent classifiers to focus on the more challenging cases. 
By continuously refining its predictions, AdaBoost seeks to reduce overall error rates, 
making it a valuable tool for complex classification tasks (Freund & Schapire, 1997).

Performance in Breast Cancer Diagnosis

In this study, the AdaBoost Classifier showed slightly lower performance in terms 
of accuracy and precision compared to some of the other models evaluated, such as 
the Gradient Boosting Classifier (Table 2). Accuracy, which measures the proportion 
of correctly classified instances, was lower, indicating a slightly higher rate of 
misclassifications. This is a crucial factor to consider in breast cancer diagnosis, where 
the cost of misclassification can have serious implications for patient care.

Similarly, precision, which reflects the model’s ability to accurately identify true 
positive cases among all positive predictions, was also lower. A lower precision score 
suggests a higher likelihood of false positives, which could lead to unnecessary stress 
and medical procedures for patients mistakenly identified as having malignant tumors. 
Despite these observations, it is noteworthy that the AdaBoost Classifier’s overall 
performance was comparable to the Gradient Boosting Classifier, particularly in handling 
imbalanced data. Both models belong to the boosting family, and their iterative approach 
to correcting errors contributes to their strength in managing complex classification 
problems. The AdaBoost Classifier’s ability to maintain performance across different 
scenarios makes it a viable option for diagnostic tasks, even if it slightly lags behind in 
accuracy and precision.

The model also demonstrated balanced performance across other key metrics, 
such as the F1 score and ROC AUC. The F1 score, which balances precision and recall, 
indicates that the AdaBoost Classifier can maintain consistent performance, making it 
a dependable option for breast cancer diagnosis. The ROC AUC, reflecting the model’s 
capability to distinguish between benign and malignant cases across various thresholds, 
was also in line with expectations, further supporting its use in clinical settings where 
consistent performance is critical (Figures 10 and 11).
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Considerations for Clinical Application

While the AdaBoost Classifier may not outperform some of the more advanced models 
like the Gradient Boosting Classifier in terms of raw accuracy and precision, its adaptive 
nature and ability to handle difficult-to-classify cases make it a valuable tool in the 
diagnostic process. One of the main advantages of AdaBoost is its simplicity and ease of 
implementation, which can be especially beneficial in clinical settings where resources 
may be limited and rapid deployment is necessary.

 However, the lower accuracy and precision scores suggest that in high-stakes 
scenarios, where the utmost accuracy is required, other models might be preferred. 
Nonetheless, the AdaBoost Classifier’s balanced approach and adaptive learning 
capabilities offer a solid foundation for further refinement and potential integration into 
a broader diagnostic framework.

In conclusion, the AdaBoost Classifier provides a reliable, if slightly less accurate, 
alternative for breast cancer diagnosis. Its strength lies in its ability to iteratively focus 
on and correct misclassifications, making it a suitable choice for applications where 
adaptability and ease of use are prioritized While it may not always be the top performer, 
its balanced performance and adaptability ensure that it remains a valuable tool in the 
arsenal of diagnostic models.

Figure 10
AdaBoost Classifier Confusion Matrix



89 Copyright © 2024 by ISRES Publishing

New Generation Technologies and Sustainability in Health:Current Studies

Figure 11
AdaBoost Classifier ROC Curve

Bagging Classifier

The Bagging Classifier is an implementation of the Bagging algorithm, which stands 
for Bootstrap Aggregating. This ensemble learning technique improves the stability 
and accuracy of ML models by training multiple versions of a base model on different 
subsets of the data, each drawn with replacement (Breiman, 1996). These individual 
models are then combined typically using averaging for regression tasks or majority 
voting for classification to create a final, aggregated model. Bagging is particularly 
effective in reducing variance and minimizing overfitting, making it valuable for complex 
classification tasks such as breast cancer diagnosis.

Performance in Breast Cancer Diagnosis

In this study, the Bagging Classifier showed average performance in breast cancer 
diagnosis compared to other models evaluated. Its accuracy, precision, recall, F1 score, 
and ROC AUC values were moderate, indicating its capability in this diagnostic task, but 
it did not outperform models like the Random Forest Classifier and Gradient Boosting 
Classifier. The model’s accuracy, which indicates the proportion of correct predictions, 
was reasonable, but not as high as that of the Random Forest Classifier. The recall 
(sensitivity) of the Bagging model was similarly moderate, reflecting its capacity to 
identify malignant cases, but with the possibility of missing some true positives. This is 
evident in its confusion matrix, shown in Figure 12, which visualizes the breakdown of 
true positives, false positives, true negatives, and false negatives.

Additionally, the F1 score, which balances precision and recall, was lower for 
the Bagging Classifier, indicating it might struggle to maintain high precision and recall 
simultaneously. The ROC AUC value, shown in Figure 13, further underscores its 
comparative underperformance, illustrating the model’s ability to differentiate between 
malignant and benign cases across various decision thresholds. While the ROC curve 
does indicate decent discriminative ability, it lags behind the performance of other 
models, particularly in the context of high-stakes applications like cancer diagnosis, 
where precise discrimination is critical.

Comparative Analysis and Clinical Considerations

Despite its average performance, the Bagging Classifier remains a valuable tool, 
particularly in scenarios where data variability is high or when models prone to overfitting, 
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such as decision trees, need stabilization. Bagging’s ability to reduce variance can be 
especially useful in clinical settings where data quality and consistency vary.

However, its lower F1 score and ROC AUC compared to models like the 
Random Forest Classifier indicate that it may not be the optimal choice when maximum 
diagnostic accuracy and precision are required. In clinical environments where the cost 
of misclassification is significant, such as breast cancer diagnosis, models with stronger 
performance metrics are preferable. Nonetheless, the Bagging Classifier does offer 
advantages in terms of simplicity and parallelizability. Its ability to train multiple models 
independently makes it feasible in situations where computational resources are limited, 
or when a quick, yet reasonably accurate, diagnosis is needed.

Figure 12
Bagging Classifier Confusion Matrix

Figure 13
Bagging Classifier ROC Curve

Conclusion and Overall Model Effectiveness

In this study, the Random Forest Classifier proved to be the most effective model for breast 
cancer diagnosis, outperforming the other models across all major performance metrics. 
Its superior accuracy and precision, as demonstrated in the Model Accuracy Comparison 
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Graph (Figure 14), highlight its strong ability to correctly identify malignant tumors 
while minimizing false positives. This makes the Random Forest Classifier particularly 
suitable for high-stakes clinical applications where diagnostic accuracy is paramount.

Figure 14
Model Accuracy Comparison Graph

The Bagging Classifier, while not the top performer, remains a viable option 
depending on specific clinical contexts and data characteristics. Its consistent results, with 
balanced precision and recall, suggest that it could serve as a reliable model in situations 
where both metrics are equally important. The Bagging Classifier’s performance, 
shown in Figure 14, reveals that while its accuracy is comparable to models like the 
Gradient Boosting Classifier, it still falls short of the Random Forest Classifier in overall 
performance. Despite this, the Bagging Classifier’s strength in reducing variance and 
combating overfitting makes it useful in cases where data variability is a concern, such 
as in noisy clinical datasets.

The study’s results revealed significant performance differences among the six 
evaluated ML models. Each model’s effectiveness was assessed using key metrics such as 
accuracy, precision, recall, F1 score, and ROC  AUC, offering a comprehensive comparison 
of their diagnostic capabilities. For instance, the Naive Bayes model demonstrated high 
precision but moderate recall, making it a reliable option for scenarios where the cost of 
false positives is high, as shown in Figure 14. Conversely, the Decision Tree Classifier 
exhibited the lowest performance across most metrics, indicating its limited utility for 
this specific diagnostic task without further tuning or feature engineering.

The Gradient Boosting Classifier and AdaBoost Classifier delivered balanced 
performance, with moderate accuracy and precision, but slightly lower recall. This 
indicates that these models may be more suitable in contexts where a trade-off between 
precision and recall is acceptable. Their accuracy metrics, as depicted in Figure 14, 
further highlight their balanced but moderate performance.

Overall, the study highlights the importance of selecting the appropriate ML 
model based on the specific clinical context and desired outcomes. Different models 



Performance Comparison of Different Machine Learning Models in Breast Cancer Diagnosis

92Fatma Nur UZUN

excel in different areas, and while models like the Random Forest Classifier and Naive 
Bayes offer superior accuracy and precision, others, such as the Bagging Classifier 
and Gradient Boosting Classifier, may require additional optimization to improve their 
effectiveness in breast cancer detection. This tailored approach to model selection can 
significantly improve the accuracy and efficiency of breast cancer diagnosis in clinical 
practice.

Conclusion

This study aimed to evaluate the performance of six distinct ML  models in diagnosing 
breast cancer. The analysis demonstrated that the Random Forest Classifier consistently 
outperformed other models across all major performance metrics, including accuracy, 
sensitivity, F1 score, and ROC AUC value. These findings suggest that the Random 
Forest Classifier is particularly well-suited for breast cancer diagnosis and should be 
considered a leading model in clinical settings where diagnostic accuracy and reliability 
are critical.

Study Limitations

While the results are promising, it is crucial to acknowledge the study’s limitations. A 
significant limitation was the size and scope of the dataset. A limited dataset can impact 
model performance, leading to potential overfitting or underfitting, and may not fully 
capture the diversity and complexity of real-world clinical data. Additionally, the study 
focused on a specific set of features and did not explore the impact of different feature 
extraction or selection methods. Future research should evaluate alternative feature sets 
to enhance model performance and offer deeper insights into the key predictors of breast 
cancer.

Addressing the Hypotheses and Problem Statement

This study effectively addressed the key research questions posed in the problem 
statement. First, the results confirmed that ML models, particularly ensemble methods 
like the Random Forest Classifier, can improve the accuracy of breast cancer diagnosis 
compared to traditional diagnostic methods. The Random Forest Classifier outperformed 
other models typically used in conventional diagnostics, a finding consistent with prior 
research such as that by Abdel-Zaher and Eldeib (2016), which also demonstrated 
improvements in diagnostic accuracy through AI and ML-based systems.

In terms of model performance, the study showed that ensemble methods exhibit 
superior results. The Random Forest Classifier proved to be the most accurate model, 
followed by Naive Bayes, which showed potential in reducing false positives, a crucial 
factor in breast cancer diagnosis where precision is essential. However, models like 
Gradient Boosting and AdaBoost did not meet expectations, indicating that further 
optimization may be required to improve their performance.

Lastly, the study highlighted that adopting ML models could significantly 
complement traditional diagnostic methods by improving accuracy and reliability. This 
supports the hypothesis that ML models can enhance clinical workflows by reducing 
both false negatives and false positives. As seen by McKinney et al. (2020), AI-based 
diagnostic tools have already started to reduce errors in breast cancer screenings. 
However, further research and practical validation are needed to fully integrate these 
models into real-world clinical practice.
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Literature Comparison

When comparing the study’s results with the broader literature, it becomes clear that ML 
models, particularly ensemble-based approaches, hold substantial promise for enhancing 
breast cancer diagnostics. For instance, Abdel-Zaher & Eldeib (2016) and Chougrad et al. 
(2018) demonstrated the superiority of AI-driven models like deep learning in processing 
mammogram images. While this study focused on structured clinical data rather than 
image data, the potential for integrating more complex deep learning architectures, as 
demonstrated in previous research, could further enhance model performance.

The use of a Random Forest Classifier aligns with broader findings in AI 
diagnostics that highlight the importance of ensemble methods in improving classification 
tasks. However, this study did not include deep learning models, which have shown 
impressive accuracy in image-based breast cancer detection (e.g., Litjens et al., 2017). 
This highlights the need for future studies to incorporate image data and explore the 
combined use of deep learning and ensemble methods to further enhance diagnostic 
accuracy.

Implications for Future Research

To build on the findings of this study, future research should evaluate ML models on 
larger and more diverse datasets, ensuring that model performance is generalizable to a 
broader patient population. Additionally, exploring deep learning techniques, which have 
shown significant promise in image-based diagnosis, could provide more comprehensive 
diagnostic solutions, particularly when integrated with clinical data. Incorporating real-
world clinical data will also be essential for validating these models in clinical settings.

An important area for future research is the clinical integration of these models. 
While the Random Forest Classifier showed strong potential, its implementation in 
clinical practice will require further validation, particularly concerning its interpretability 
for healthcare professionals. Ensuring that models are easy to interpret and actionable is 
critical for their successful adoption in healthcare.

Final Remarks

In conclusion, this study reinforces the growing role of ML in breast cancer diagnostics. 
The Random Forest Classifier proved to be the most effective model for the dataset 
used, indicating that ML, particularly ensemble methods, provides a valuable tool for 
enhancing diagnostic accuracy. These findings, aligned with current literature, underscore 
the transformative potential of ML models in clinical practice.

However, the study also emphasizes the need for ongoing research to refine these 
models and broaden their applicability. As ML technologies evolve, their integration 
into clinical workflows will become essential for improving early detection and patient 
outcomes. The future of breast cancer diagnostics lies in the successful combination 
of ML and clinical expertise, with a collaborative approach ensuring these innovations 
translate into real-world improvements in healthcare.
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Introduction

Platelets synthesized by the megakaryocytes in bone marrow play a vital role in clotting 
and wound repair. These platelets release an array of proteins, growth factors, cytokines, 
and bioactive molecules that not only support coagulation but also significantly 
influence the body’s tissue healing process. For instance, PDGF, TGF-β, VEGF promote 
cellular proliferation, differentiation, and tissue regeneration, while cytokines mediate 
inflammation and immune responses. This coordinated action helps in managing both 
immediate and long-term tissue repair after damage (Lin et al., 2021). 

Platelet-rich plasma (PRP) is simply platelet concentrate derived from human 
plasma, where the platelet concentration is significantly elevated compared to normal 
blood. PRP is a biological therapy that promotes cellular regeneration and tissue healing, 
and it is widely used across various medical fields, including orthopedics, dermatology, 
plastic and reconstructive surgery, as well as gynecology and reproductive health. In 
recent years, the potential of PRP therapy on female reproductive health has attracted 
particular attention. PRP has been investigated in reproductive medicine areas such 
as infertility treatment, endometrial thickness problems and implantation failures. 
The favorable effects of PRP on endometrial proliferation, neoangiogenesis and anti-
inflammatory effects reveal the importance of this treatment in clinical applications. 
With the recognition of the positive effects of PRP therapy in this area, research and 
clinical studies on the possibility of wider application of this treatment are increasing 
(Bos-Mikich et al., 2018).

The role of PRP in reproductive medicine, while notable for its advantages such 
as minimal invasiveness and low cost, remains controversial due to inconsistencies in 
treatment protocols, patient selection criteria, and variations in the concentration of 
bioactive molecules. To improve the efficacy of PRP and achieve more reliable results, 
standardized protocols and personalized treatment approaches need to be developed 
(Foster et al., 2009; Cavallo et al., 2016).

Chapter 6
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The purpose of this part is to assess the latest available data on the application 
of PRP in medically assisted reproduction. While new technologies and adjunctive 
therapies in fertility treatment hold promise for improving patient success rates, robust 
evidence supporting the efficacy of many methods remains limited, and the benefits 
achieved are often marginal. For this reason, it is essential that the efficacy and safety of 
any new technology or treatment offered to patients are rigorously evaluated to ensure 
clinical reliability and effectiveness.

In this comprehensive study, we will review the existing literature and evaluate 
the effects of PRP across various protocols and patient groups. Our focus will include 
examining the action of PRP on endometrial thickness, implantation rates, pregnancy 
outcomes, and potential side effects. 

This investigation will be critical in determining when and how PRP can be 
most effectively used in medically assisted reproduction. It will also provide a valuable 
resource to fill knowledge gaps in this field and guide future research. Such an assessment 
can both guide clinical practice and provide the scientific foundation needed to fully 
realize the potential of PRP in reproductive health.

History and Development of PRP (Platelet-Rich Plasma)

1970s: Early Research and Discovery

 ● Early Research: In the 1970s, hematologists began to investigate the potential 
healing effects of PRP. During this period, PRP attracted attention, particularly 
in studies of bleeding and clotting disorders. The platelet content of PRP was 
investigated in these areas because of its potential to promote blood clotting and 
accelerate wound healing. These studies have laid the foundation for therapeutic 
applications of PRP and upholstered the way for future research (Andia et al., 
2013).

 ● Definition and Term: Hematologists have identified a type of plasma derived 
from peripheral blood and characterized by a high platelet count compared 
to baseline and have named this plasma “Platelet Rich Plasma”. PRP is a 
concentrated platelet content that can contribute to the blood clotting process and 
promote tissue healing. This identification has been an important step forward in 
the probable usage  of PRP in the area of medical treatment.

1990s: Growing Popularity and Clinical Applications

 ● Increase in Popularity: PRP began to grow in popularity in the 1990s. This 
period saw an increased focus on potential and healing properties of PRP. PRP 
began to be widely adopted, especially in the areas of orthopedics and medicine 
of sport. It was discovered that PRP could be used to treat conditions such as 
musculoskeletal injuries, tendon and ligament damage. Studies conducted during 
this period have provided important findings to better understand the healing 
effects and application areas of PRP.

 ● Clinical Applications: The increasing popularity of PRP in the 1990s led 
to its widespread use in various medical applications and the development 
of techniques. During this period, the healing properties of PRP began to be 
investigated in clinical practice. 

 ● The application of PRP in the treatment of muscles, bones, joints, tendons and 
ligaments in fields such as orthopedics and sports medicine became widespread, 
providing a basis for evaluating its potential in other medical fields. This process 
has inspired research to optimize the effects and delivery methods of PRP in 
clinical applications (Alves et al., 2018).
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2000s and Beyond: Expansion and Modern Practices

● Modern Usage Areas: PRP is used in many different branches of medicine today.
Especially in orthopedics and sports medicine, ophthalmology, gynecology,
urology and various surgical branches, the healing potential of PRP is evaluated.
This wide range of uses of PRP shows that the interest in the treatment and the
healing potential of PRP is increasing.

● Continuous Development: PRP therapy, its applications and techniques are
constantly evolving. Today, research on the activities and safety of PRP continues
to better understand and optimize the potential of the treatment modality.
Researchers develop new methods and protocols to assess the effects of PRP on
diverse diseases and conditions, and work to improve the treatment process and
achieve more reliable results. This process is critical to expand the effects of PRP
in various medical fields and make treatment applications more effective (Wu et
al., 2016).

PRP Preparation Process and Standardization

PRP preparation methods vary widely between various techniques and commercially 
available PRP kits. The PRP preparation process usually involves the following methods:

Whole Blood Collection and Centrifugation: This method involves drawing 
whole blood from the patient and then separating platelets and other cells by centrifugation.

Commercial PRP Kits: Commercially produced PRP kits offer standardized tools 
that are prepared according to specific protocols. These kits optimize the concentration 
and biological properties of PRP with specific centrifugation times, relative centrifugal 
forces (RCF) and other parameters.

Alternative Techniques: Alternative techniques used in PRP preparation usually 
differ in centrifugation time, centrifugal force and collection methods. These techniques 
can affect thrombocyte, and leukocyte counts and alter the biological properties of PRP.

These various methods can affect the platelet and other cell concentrations, growth 
factor profiles and overall biological properties of the resulting PRP. Therefore, the 
utilization of alternative methods and kits can significantly affect the therapeutic efficacy 
and safety of PRP (Dhurat et al., 2014). Absence of standardization in the preparation 
method can potentially affect the results and reproducibility of a study. Variations in 
the PRP preparation process can cause modifications in the biological features of the 
resulting PRP. This can lead to inconsistent effects and results of PRP used in studies. 
Non-standard preparation methods resulting in PRP samples with different configurations 
of platelets, leukocytes and growth factors, can create these difficulties in making cross-
study comparisons and reduce predictability in clinical practice. The terminological and 
protocol diversity in the literature on PRP can cause inconsistencies in the readiness and 
administration of PRP and heterogeneity of results. This may hinder the effective and 
reliable use of PRP and complicates the comparison of study results. A standardized 
PRP classification method can help address these challenges and improve consistency 
in the scientific and clinical trials of PRP. A standardized PRP classification method can 
improve the quality and reliability of PRP in its various applications and research. This 
will ensure us with a larger insight of their impact on PRP and heal treatment outcomes 
(Lana et al., 2017).

The basic steps of PRP preparation techniques generally involve the harvesting 
of peripheral blood mixed with anticoagulant, centrifugation. These steps are critical 
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to ensure the efficacy and quality of PRP. The details of these basic steps and some 
important technical variations commonly used in the literature are summarized below:

Basic Steps of PRP Preparation Protocols

1.Blood Collection:
 ● Materials: Sterile blood collection tubes, usually tubes containing special 

additives for PRP preparation. An anticoagulant (usually citrate or heparin) is 
usually added into the tubes.

 ● Method: Blood is taken from the patient. Usually between 10-60 ml of blood is 
taken, depending on the amount of tubes used and the purpose of the application.

2.Centrifugation:
 ● First Centrifugation (Low Speed): Blood tubes are centrifuged (usually 1,500-

2,500 rpm at low speed). Blood is separated into its components: red blood cells 
and plasma.

 ● Second Centrifugation (High Speed): The plasma is usually centrifuged once 
more. This ensures that the platelets and white blood cells are concentrated and 
the top part of the PRP is obtained.

3.Collection of PRP:
 ● Upper Part: After the second centrifugation, the upper part of the PRP (usually 

1-10 ml) is carefully collected and can be used. The platelet concentration of this 
portion constitutes the content of the platelet-rich plasma.

4.Usage:
 ● Application: PRP is injected into the targeted area. The application differs 

according to the treatment area and the medical condition.

Important Components and Effects of PRP

The main components of PRP include platelets and a large number of different proteins.  
There are also bioresponsive factors such as immune messengers, growth factors, 
enzymes and their inhibitors, and other factors that may participate in tissue repair and 
wound healing. The physiological effects of some of these proteins have been discovered, 
while others have yet to be elucidated (Boswell et al., 2012, Pavlovic et al., 2016). 

As it is well known, all blood cells develop by differentiation from pluripotent 
stem cells. There are precursor cells that can separate and mature in every differentiated 
cell. Platelets, one of these cells, develop from megakaryocytes. They are discoid cellular 
elements with a lifespan of ⁓7-10 days. They have a diameter of ⁓2 μm, are nucleated and 
vary in size.In healthy individuals, the platelet count varies between 150,000 and 400,000 
cells/μL of blood.  Although the main task of platelets is coagulation and hemostatic 
functions, recent studies and technology have shown that platelets contain platelet-rich 
growth factors and cytokines that are effective in inflammation, angiogenesis, stem cell 
migration and cell proliferation (Alves & Grimalt 2018).

Platelets contain granules called alpha, delta and lambda. The molecules released 
from these granules are very important in the process of tissue repair and healing.  
Among these granules, the alpha granule makes up ten percent of the platelet volume. 
Their number is ⁓50-80 in each platelet and their number is considerably higher than 
other granules (Maynard et al., 2007). Adhesive proteins, growth factors, angiogenic 
factors, chemokines, coagulation factors and inhibitors, integral membrane proteins, 
and immune  mediators are among the molecules contained in alpha granules (Table 
1). Delta granules are involved in the release of molecules that stimulate coagulation. 
These molecules include calcium, magnesium, adenosine, serotonin and histamine 
(Jedlitschky et al., 2004). Lambda granule is a granule with lysosomal properties. It 
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contains enzymes needed for protein, lipid and carbohydrate degradation. It also has 
functions such as removal of damaged tissue and infectious agents (Boswell et al., 2012). 
All of these granules also contain proteins such as integrins, platelet endothelial cell 
adhesion molecule, leukin-rich receptors, immunoglobulin family receptors (Maynard 
et al., 2007).

Table 1
Molecules in the Alpha Granule (Lubkowska et al., 2012, Pavlovic et al., 2016)

Group Name

Adhesive proteins Von Willebrand factor, fibrinogen, thrombospondin-1, 
thrombospondin-2, laminin-8

Growth factors
Epidermal growth factor (EGF), epithelial cell grow factor 
(ECGF), insulin-like growth factor 1 (IGF-1), hepatocyte growth 
factor (HGF), transforming growth factor ß (TGF-β1, TGF-β2, 
TGF-β3)

Angiogenic factors Vascular endothelial growth factor (VEGF), platelet-derived 
growth factor (PDGF), fibroblast growth factor (FGF)

Chemokines
CCL5 (RANTES), CCL-3 (MIP-1α), CCL-2 (MCP-1), CCL-7 
(MCP-3), CXCL8 (IL-8), CXCL2 (MIP-2), CXCL6 (LIX), CXCL-
1 (GRO-α), CXCL5 (ENA-78), CXCL-12 (SDF-1), CXCL4 (PF4)

Clotting factors and their 
inhibitors

Factor V, factor IX, antithrombin, factor S, protease nexin-1, 
protease nexin-2, tissue factor pathway inhibitor,

Integral membrane proteins αIIbβ3, GPIb-IX-V, GPVI (Glycoprotein VI), TLT-1 (Toll-like 
receptor 1), p-selectin

Immune mediators Complement C3 precursor, complement C4 precursor, factor D, 
factor H, C1 inhibitor, IgG (Immunoglobulin G)

The function of PRP is mainly due to the synthesis and release of growth factors 
resulting from platelet activation and stored in alpha granules (Garg 2000). Growth 
factors are present in all tissues in the body. However, blood tissue is more important 
because it contains many growth factors and cytokines for angiogenesis and tissue 
regeneration in the wound healing process. In addition, these molecules are significant in 
mediating various cellular functions such as inflammation, cell migration, proliferation, 
differentiation, metabolism and apoptosis and cell (Fujioka-Kobayashi et al., 2017). The 
main properties of PRP growth factors include that they do not enter the cell or nucleus, 
are non-mutagenic and have no ability to induce tumor formation (Lubkowska et al., 
2012).

Platelet-derived growth factors have remarkably short half-lives. The half-life of 
platelet-derived growth factor (PDGF) injected intramuscularly is less than 2 min (Clark 
2001). Therefore, a storage period of less than 48 hours is permissible to avoid potential 
loss of growth factors (Moroff et al., 1991, Lozano et al., 1999). Besides, theoretically, 
PDGFs are expected to be in parallel with platelet count. However, studies have shown 
that there is no statistically notable correlation calculation between PRP platelet count 
and growth factor levels. It has also been reported that significant differences in GF 
concentrations are detected among individuals with highly similar platelet counts 
(Weibrich et al., 2002, Lacoste et al., 2003, Martineau et al., 2004). Considering that 
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different molecular mechanisms may be involved in cellular production or storage in 
humans, this may be related to individual variability. Otherwise, it should be noted that 
the difference in the method of obtaining PRP may also cause changes in the release of 
growth factors. One study showed that growth factor release was significantly regulated 
by the amount of calcium and thrombin added to PRPs (Fréchette et al., 2005).

Growth factors interact with other transcription factors and each other in 
signaling pathways and activate many genes. With the activation of these genes, a 
series of changes occur at the cellular level. These changes are controlled by feedback 
mechanisms involving binding proteins and other growth factors. As a result, growth 
factors form a cascade of different signaling proteins with multiple pathways, ultimately 
leading to the activation of gene expression and subsequent protein production. They 
cause the formation of a bidirectional feedback in the signaling cascade, i.e. they can 
promote the growth of some cells while inhibiting the growth of others (Sánchez et al., 
2003, Lubkowska et al., 2012).

The individual roles of some growth factors are as follows;
 ● Epidermal Growth Factor (EGF) and Epithelial Cell Growth Factor (ECGF): 

These regulate the process of chemotaxis and angiogenesis in endothelial cells. 
They also stimulate mitosis in mesenchymal cells. Their activation is increased 
especially after acute injury. It has been reported to significantly shorten the 
healing process by stimulating epithelialization. They are expressed in almost 
all cells, including units active in the injury process like fibroblasts, endothelial 
cells and keratinocytes (Babensee et al., 2000; Berlanga-Acosta et al., 2009).  
Following the secretion of these growth factors, cytokine secretion also increases 
(Knezevic et al., 2016).

 ● Transforming Growth Factor ß (TGF-β): A superfamily of over 30 members 
identified as fibrosis agents. The main source of TGF-β production is platelets. It 
has important functions in tissue repair, immune regulation, extracellular matrix 
synthesis, wound healing, angiogenesis, epithelialization and connective tissue 
regeneration (Border et al., 1994; Clark 2001, Bowen et al., 2013). TGF-β is 
composed of bone morphogenetic proteins (BMPs) and three isoforms of TGF-β 
(β1, β2 and β3) (Davis et al., 2014). They play a role in bone regeneration by 
promoting mitogenesis of osteoblast precursors. They also act as paracrine 
growth factors. Thanks to the paracrine mechanism, they allow target cells to 
release TGF-β proteins. Thus, they cause activation of nearby cells. The activation 
process is maintained by the autocrine mechanism. It stimulates fibronectin, 
glycosaminoglycans and collagen production, angiogenesis and chondrogenesis 
in connective tissue. It also inhibits the proliferation of lymphocytes and 
stimulates monocytes to secrete FGF, PDGF, TNF-α and Interleukin-1 (Rudkin 
& Miller 1996; Lubkowska et al., 2012).

 ● Platelet-Derived Growth Factor (PDGF): They are important regulators of 
proliferation, migration and survival of mesenchymal cells. They also contribute 
to collagen production for remodeling of the extracellular matrix (Martin and 
Leibovich 2005, Ghasemzadeh et al., 2015). It also stimulates chemotaxis of 
macrophages and neutrophils. In addition, it increases TGFβ secretion from 
macrophages (Barrientos et al., 2008). PDFG, has 4 isoforms, homo (AA, BB, 
CC, DD) and hetero (ABCD) (Andrae et al., 2008). PDGF is very short-lived. It 
accumulates in high amounts in the platelet-rich fibrin matrix. It is then slowly 
and gradually released from there ((Fujioka-Kobayashi et al., 2017).

 ● Vascular Endothelial Growth Factor (VEGF): It is secreted from activated 
platelets and macrophages in injured tissue. It shows its most powerful effect by 
providing nutrient and blood flow to the injured area by providing angiogenesis 
(Barrientos et al., 2008).  It also has great effects on tissue remodeling.  This 
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growth factor is related to PDGF. There are also five isoforms of VEGF (A, B, C, 
D and E). It has been reported that VEGF secretion increases in the presence of 
PDGF, TGF-β and EGF (Barrientos et al., 2008, Pavlovic et al., 2016).  

● Insulin-like Growth Factor (IGF-1): IGF-1 (somatomedin-C), is a normal
component of plasma. However, it is also a hormone that can be transported
to platelets by IGF-binding proteins (Marques et al., 2015). The release of this
factor occurs during activation and degranulation of platelets. It then stimulates
differentiation and mitosis of mesenchymal cells. It also induces signals that protect
cells from apoptotic stimuli, ensuring their survival (Giannobile et al., 1996;
Fujioka-Kobayashi et al., 2017). They also contribute to bone reorganization by
promoting the proliferation and realization of osteoblasts (Dhillon et. al., 2012).

● Hepatocyte Growth Factor (HGF): It is mainly found in plasma and very little
in platelets (Andia et al., 2012). It is secreted by mesenchymal cells. Their primary
functions are on epithelial and endothelial cells. Moreover, they are produced
by hemopoietic progenitor cells, T cells, tendon cells and human bone marrow
stem cells. They have been shown to play an important role in embryonic organ
development, particularly in myogenesis, adult organ regeneration and wound
healing (Takai et al., 1997; Gallagher and Lyon 2000; Anitua et al., 2005).

● Fibroblast Growth Factor (FGF): They have multiple effects in many cell
types. The most important effects are in the stimulation of mitosis. This growth
factor (FGF2) released from platelets is important in stimulating and coordinating
mesenchymal stem cells in cell growth and tissue repair. It has been reported to
boost especially type II collagen content and has no effect on type I collagen
content.  In addition, it stimulates the growth and differentiation of chondrocytes
and osteoblasts. It is also involved in the angiogenesis process together with VEGF
(Thrailkill et al., 1995; Barrientos et al.; 2008, Kaul et al.; 2006, Lubkowska et
al.; 2012; Pavlovic et al., 2016).

PRP also contains chemokine and cytokine components. These have functions
such as recruiting and activating other immune cells or inducing endothelial cell 
inflammation (Blair and Flaumenhaft, 2009). For example, Stromal cell-derived factor-1 
(SDF-1) in PRP has been linked to promote cell-cell adhesion. It also provides stem 
cell stimulation and migration to damaged areas (Otsuru et al., 2008). Platelet Factor 4 
(PF4) functions as a negative regulator of angiogenesis. Therefore, it strongly inhibits 
endothelial cell proliferation. It is also a chemotactant for neutrophils and fibroblasts 
(Beck and D’Amore 1997).

Depending on the protocol used, PRP contains different amounts of leukocytes. 
Leukocytes function first to initiate phagocytosis in the healing process of damaged 
tissues. They release metalloproteinases and proteinases. Proteinases have the ability to 
induce lymphocyte and platelet activation, activation of cytokines and formation of fibrin-
platelet plug. They also inhibit the activation of inflammatory cells. Secondly, monocytes 
cause the breakdown of extracellular matrix by releasing matrix metalloproteinases 
(MMP-2, MMP-9 MMP-13). Thus, the extracellular matrix is reconciled and cellular 
migration is performed actively, contributing to wound healing (Barrick et al., 1999, 
Wiesner and Vilcinskas 2010, Boswell et al., 2012; Davis et al., 2014). Neutrophils 
also have great importance in the wound healing process. Neutrophils release ROS and 
nitric oxide to eliminate potential infectious agents and residues in the wounded area. 
However, it has also been reported that wound healing is delayed when neutrophils are 
present in high concentrations (Eming et al., 2009, Boswell et al., 2012; Knezevic et al., 
2016). There are not enough studies on the potential effect of leukocytes in the wound 
healing process. Therefore, research is needed.
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Many proteins, organic and inorganic particles and ions are abundant in the 
plasma contained in the PRP component. They are known to be critical components 
especially in the healing mechanism of connective tissues (Lubkowska et al., 2012).

PRP Applications in Female Reproductive Health

In women of reproductive age, endometrial and ovarian infertility are among the 
important and common problems affecting reproductive health. New strategies for the 
treatment of these problems are constantly being developed and investigated. Each of 
the endometrial and ovarian infertility types may require different causes and treatment 
approaches. Therefore, research is constantly being conducted to develop personalized 
and effective treatment strategies (Unuane et al., 2007).

In the field of reproductive health, management of endometrial quality and 
ovarian failure plays a critical role in improving Assisted Reproductive Treatment (ART) 
outcomes. In recent years, intrauterine and intraovarian PRP applications have attracted 
attention as promising new treatment strategies for these problems. Studies on the 
potential of PRP to improve ovarian function, ovarian rejuvenation, increase endometrial 
thickness, and improve implantation success suggest that this treatment modality may 
offer various benefits. PRP treatment is used for a diversity of indications to improve 
women’s reproductive health. These indications include thin endometrial lining, poor 
ovarian response (POR), primary ovarian insufficiency (POI), recurrent implantation 
failure (RIF), Asherman syndrome, and chronic endometritis. However, more research 
is needed on the efficacy and safety of PRP in these areas. To better comprehend the 
role of PRP in various indications and achieve the best results in clinical applications, 
standardized protocols and personalized treatment approaches should be developed 
(Bos-Mikich et al., 2018; Lin et al., 2021; Maleki-Hajiagha et al., 2020; Puente Gonzalo 
et al., 2021).

Endometrial Health and PRP: Innovative Strategies for Thickness Increase and 
Infertility Treatment

Despite the advances made in ART centers, the high rate of embryo transfer failure 
(70-80%) once again emphasizes the importance of endometrial quality (Lédée et al., 
2018). Although embryo quality and immunological factors play a substantial role in the 
implantation process, endometrial quality, which is critical for the embryo to attach to the 
uterus, can make a significant difference in infertility treatment (Hajipour et al., 2018). 
The relationship between endometrium and PRP has become an important research 
topic in the field of reproductive health. Endometrial thickness is a critical factor for a 
successful pregnancy, and an endometrial lining with sufficient thickness is necessary 
for the embryo to attach to the uterus. Thin endometrium can make embryo implantation 
difficult and reduce the chance of pregnancy. Therefore, increasing endometrial thickness 
has the potential to improve both implantation and pregnancy rates (Chang et al., 2015; 
Eftekhar et al., 2021). In endometrial thickness, a thickness of 7 mm or more is generally 
considered ideal. Thin endometrial lining (<7 mm) can lead to failed embryo implantation 
and lower pregnancy rates. Therefore, increasing endometrial thickness is critical (Bos-
Mikich et al., 2018; Maleki-Hajiagha et al., 2020; Eftekhar et al., 2021).

Various approaches to managing thin endometrium that are commonly used 
today include: 
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1.Hormonal Therapies: 
 ● Gonadotropin-releasing hormone (GnRH) Agonists: GnRH agonists can 

increase endometrial thickness. This treatment may promote endometrial 
thickening by regulating hormone production by the hypothalamus and pituitary 
gland (Qublah et al., 2008). 

 ● Vaginal Estrogen: Estrogen is another important hormonal treatment that 
promotes endometrial thickening. Estrogen administered vaginally may have a 
direct impact on the endometrium (Chen et al., 2006). 

2.Vasoactive Procedures: 
 ● Aspirin: Aspirin may help improve blood flow and is used to support endometrial 

health (Hsieh et al., 2000). 
 ● Pentoxifylline: The combination of pentoxifylline, a vasodilator, and vitamin E, 

an antioxidant, may have positive effects on endometrial health and fertility rates 
(Ledee-Bataille et al., 2002). 

 ● Sildenafil (Viagra): It is a drug commonly utilized to cure erectile to treat 
erectile dysfunction and is believed to have the additional potential to improve 
endometrial thickness and enhance blood flow (Zinger et al., 2006). 

 ● These treatment approaches offer different strategies to increase endometrial 
thickness and improve pregnancy rates. Each method provides specific advantages 
for improving endometrial health and pregnancy chances.

3.Regenerative Medicine: 
 ● Latest Methods: Regenerative medicine applications offer innovative approaches 

to increase the health and thickness of the endometrium. Among these methods, 
advanced techniques such as PRP and stem cell treatments stand out: PRP, applied 
as an intrauterine infusion, is a new model treatment for thin endometrium. 
Recently, PRP infusion has been applied to humans, especially women who do 
not respond to standard treatment. These innovations in the field of regenerative 
medicine are considered an important step to improve endometrial health and 
offer new opportunities in the treatment of infertility.

Although the link between PRP therapy and endometrial receptivity is not 
fully understood, growing evidence supports that growth factors and other bioactive 
molecules in PRP play an important role in promoting endometrial health. Studies 
reveal how these components, such as growth factors, chemokines, cytokines and active 
metabolites released from platelets, exert paracrine effects on various endometrial cells, 
including fibroblasts, myocytes and mesenchymal stem cells (Anitua et al, 2009, Cho et 
al, 2011, Mazzocca et al, 2012, Marini et al, 2016) These paracrine signals may promote 
cell proliferation, differentiation and regeneration, potentially improving the intrinsic 
structural and behavioral integrity of the endometrium.

PRP’s role in enhancing endometrial receptivity is further emphasized by 
findings that insufficient expression of adhesion molecules might underlie multiple 
implantation failures, which PRP could potentially correct (Colombo et al., 2017). 
Furthermore, cytokines and growth factors in PRP are thought to play a key therapeutic 
role in stimulating endometrial tissue regeneration and increasing endometrial thickness, 
especially when administered prior to intrauterine insemination (Sipahi, 2019). Its 
positive impact on ovarian follicle growth and development also underscores its broader 
potential in fertility treatments (Hosseini et al., 2017).

Moreover, the integral membrane proteins within PRP are thought to support 
successful embryo implantation by enhancing the adhesion capacity of endometrial 
cells, thus increasing pregnancy success rates. However, the variability in PRP’s effects 
depending on its concentration highlights the critical need for precise dosage. Both 
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excessive and insufficient doses could undermine the treatment, either by causing negative 
effects or by being ineffective, respectively (Marini et al., 2016). Hence, determining the 
correct PRP dosage is vital to achieving its desired benefits while ensuring the safety of 
the therapy.

Lange-Consiglio et al. (2015) demonstrated that PRP’s platelet concentration 
significantly influences both endometrial and embryonic cell proliferation. However, 
excessive concentrations of PRP can have negative effects, which underscore the 
importance of using an optimal PRP dosage in clinical settings. Studies have shown that 
PRP affects the expression of several key genes involved in implantation. In particular, 
PRP has organizing effects on genes like COX-2, TP53, Estrogen Receptors Alpha and 
Beta (ER-α, ER-β), Progesterone Receptor (PR) (Marini et al., 2016). These genes 
play crucial roles in preparing the endometrium for embryo implantation, and PRP’s 
modulation of their expression suggests that it could improve implantation success 
rates. The gene COX-2 is involved in prostaglandin synthesis, which is essential for key 
reproductive events like implantation, maintaining pregnancy, and childbirth (Sheldon 
et al., 2009). These indicate that the PRP might help organize critical biochemical 
signaling pathways required for the successful reproduction of the human reproductive 
system. PRP therapy has also been found to increase the statement of c-Myc, a gene 
involved in cell proliferation. This effect may be ascribed to the presence of EGF in 
PRP (Anitua et al., 2004), which further emphasizes PRP’s potential to enhance cellular 
activity in the endometrium and improve conditions for embryo implantation. Overall, 
these studies provide valuable insights into how PRP may enhance the implantation 
process by influencing both cellular proliferation and the expression of key reproductive 
genes, offering a promising approach to improving fertility treatments. Considering 
earlier studies, however, PRP can be regarded as an effective and innovative strategy to 
increase  the thickness of the endometrium in females with slender endometrium (Kim 
et al., 2019). Nevertheless, more research is required to determine the approved dose, 
number and duration of administration for clinical use and to establish PRP therapy as 
a current standard and accepted treatment strategy. Accordingly, extensive studies are 
essential to fully appreciate the effects of PRP and to enable its safe and effective use 
in clinical trials. The use of PRP applications to improve human embryo implantation 
and pregnancy has been widely investigated in recent years. Details on the healing use 
of PRP forendometrial health and aid in the treatment of infertility and the findings of 
studies regarding this issue are summarized in Table 2 below:

Table 2
Effects of PRP (Platelet Rich Plasma) Treatment on Endometrial Thickness and 
Pregnancy Outcomes: Summary

References Characteristics Results and Findings
The time 
frame from 
intervention to 
cycle

Chang et al., 
2015

Female with thin endometrium (<7 
mm) post HRT.

PRP successfully stimulated 
endometrial growth and 
improved pregnancy outcomes. 
4 out of 5 women had a live 
birth.

Day 10 of the 
HRT cycle

Tandulwadkar 
et al., 2017

Autologous PRP with estradiol 
valerate in women with suboptimal 
endometrial growth and recurrent cycle 
cancellations.

It is hoped that PRP therapy 
may improve the chances of 
success of embryo transfer 
by improving endometrial 
thickness and vascularity.

Day 15-16 of 
the HRT cycle
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Molina et al., 
2018

Women having a medical history 
of refractory endometrium and 
unsuccessful IVF trials.

Endometrial thickness 
increased to >7 mm following 
the first use of PRP and to 
>9 mm following the second
application.

Day 10 and 
13 of the HRT 
cycle

Wang et al., 
2019

Endometrial mesenchymal stem cells 
(EnMSCs) induced by PRP.

Endometrial widening 
and gestation were noted; 
pregnancy rate climbed to 60%.

Nothing 
reported

Nazari et al., 
2019

Women whose FET cycles were 
cancelled due to thin endometrium; 
PRP and sham catheter.

PRP effectively promoted 
endometrial expansion in 
women with refractory thin 
endometrium, and significant 
differences were noted.

Day 11-12 of 
the HRT cycle 
and then day 
13-14

Chang et al., 
(2019)

Women with thin endometrium who 
receive FET and PRP infusion during 
the HRT cycle.

PRP improved endometrial 
proliferation and embryo 
implantation rates during FET 
cycles.

Day 10 of the 
HRT cycle

Kim et al., 
2019

Female with thin or damaged 
endometrium and two or more prior 
unsuccessful IVF treatments.

Autologous PRP has shown 
improved rates of implantation, 
conception and live birth in 
females with refractory thin 
endometrium.

Day 10 of the 
HRT cycle 
and every 3 
days until 
endometrial 
thickness is ≥7 
mm

Agarwal et al., 
2020

Women with infertility who are 
attempting to get pregnant for the “first 
time” (primary) or who have been 
pregnant before but have difficulty 
getting pregnant again because the 
endometrium is thin (secondary).

An increase in endometrial 
thickness and improvement in 
pregnancy rates were observed 
in cases where embryo transfer 
was previously cancelled.

16th day of 
contraceptive 
pill use, 22-27 
days before ET

Frantz et al., 
2020

Intrauterine PRP intake preceding 
embryo placement.

PRP increased intrauterine 
sensitivity to embryo 
implantation independent of 
endometrial thickness.

Day 14-17 of 
the HRT cycle, 
1 every 2 days, 
3 times in total

Eftekhar et al., 
2021

Women with poor endometrial response 
after HRT and receiving PRP until 
endometrial thickness is ≥7 mm.

In ET, significant increases in 
implantation rate and clinical 
pregnancy rate have been 
demonstrated.

Day 11-12 of 
the HRT cycle 
and then day 
13-14

Dogra et al., 
2022

Women with thin endometrium causing 
FET cycle cancellations despite 
standard HRT and normal endometrial 
space.

PRP therapy shows the 
significant potential to increase 
pregnancy and live birth rates, 
particular in women with poor 
prognosis and conditions such 
as PCOS.

48 hours before 
embryo transfer

Yu et al., 2024

116 infertile women with thin 
endometrium undergoing HRT, who 
had at least one failed FET cycle: 
intrauterine infusion of PRP (55 
women), hysteroscopic injection of 
PRP (38 women), HRT treatment alone 
(23 women).

Intrauterine infusion and 
hysteroscopic injection of 
autologous PRP may be 
effective methods to increase 
endometrial thickness in HRT 
cycles.

Day 11-13 of 
the HRT cycle, 
1 every 2 days, 
2 times in total

Fujii et al., 
2024 Women with thin endometrium or RIF.

PRP infusion shows promise 
in improving pregnancy 
outcomes, especially in women 
with RIF.

9-11th day of
HRT cycle, 1
every 2 days, 2
times in total

Aghajanova et 
al., 2024

46 women who requested PRP 
treatment with endometrial lining 
thickness less than 6 mm among 
women with cancelled or failed FET 
cycles.

Significant improvements in 
ET and pregnancy rates without 
any side effects indicate 
that PRP may represent an 
appropriate option for this 
group.

10-12th day of
the HRT cycle,
If ET <7 mm,
second PRP 
infusion 3-5
days later

ET: Endometrial Thickness. FET: Frozen Embryo Transfer. HRT: Hormone Replacement Therapy. 
IVF: In Vitro Fertilization. PCOS: Polycystic Ovary Syndrome. RIF: Recurrent Implantation Failure
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This table summarizes the scope, methodology, and findings of studies evaluating 
the efficacy of PRP infusion therapy in women diagnosed with endometrial infertility. 
In conclusion, most activities on the use of PRP for the therapy of thin endometrium 
suggest that this intervention may improve implantation rates. PRP therapy is considered 
a promising treatment for endometrial infertility and may have the potential to improve 
endometrial receptivity and fertility outcomes. However, these studies generally have 
small sample sizes and low power of evidence. Studies testing the efficacy of PRP also 
have small sample sizes, limiting the generalizability of the results. Future studies should 
aim to confirm these findings in larger and more diverse populations and explore long-
term reproductive success rates following PRP therapy.

Use of PRP in Ovarian Health and Infertility Treatment

In addition to supporting endometrial proliferation, PRP has also been used to increase 
the response to ovarian stimulation in patients with poor prognosis (Çakıroğlu et al., 
2020, 2022). Patients with poor prognosis are usually classified within the framework 
of “Patient-Oriented Strategies Encompassing Individualized Oocyte Number” 
(POSEIDON). These patients face challenges such as advanced age, decreased ovarian 
reserve, underlying infertility, and different responses to stimulation protocols (Poseidon 
et al., 2016). Approximately 1% of women of reproductive age are reported to have 
significantly diminished ovarian reserve. Ovarian reserve refers to the number and quality 
of oocytes in the ovaries. A decrease in reserve can affect the production of healthy oocytes 
by the ovaries, causing serum gonadotropin hormones to reach menopausal levels. This 
leads to problems such as menstrual irregularities or amenorrhea and is called “primary 
ovarian insufficiency” (POI). POI usually occurs before the expected age of menopause, 
usually before the age of 40, and can cause fertility problems (Ferraretti et al., 2011). 
At present, there is no effective cure protocol for POI and treatment options are limited. 

Although various experimental treatment methods have been tried, these 
treatments have not been successful and live birth rates remain low. That is, current 
treatment options are not sufficiently effective in women with POI, creating an ongoing 
challenge in improving reproductive success (Ben-Nagi & Panay, 2014).

Recent developments have shown that PRP can support the development of 
isolated human primordial and primary follicles to the preantral stage. In an experiment 
conducted by Hosseini et al., (2017) using donated ovaries from three women under the 
age of 35 who had experienced brain death, ovarian cells were examined in various culture 
media. Follicles cultured in PRP-enriched media outperformed other media in terms of 
growth and survival rates. These findings suggest the potential of PRP to support the 
development of primordial and primary follicles. In other words, it is thought that PRP 
can support the maturation process of these follicles and thus enable them to develop 
better. However, the potential of PRP to support follicle development was obtained from 
studies conducted on follicles taken from donors with normal ovarian reserve. In patients 
with reduced ovarian reserve, follicle development may have more complex and diverse 
dynamics. This may affect the efficacy and results of PRP treatment. In other words, it is 
unclear whether the positive results obtained in donors with normal ovarian reserve are 
equally valid in patients with diminished ovarian reserve. The study by Hosseini et al., 
(2017) led to the hypothesis that PRP may also be effective in patients with diminished 
ovarian reserve, and this hypothesis was supported by subsequent studies (Çakıroğlu et 
al., 2022). In other words, it is thought that PRP may have positive effects in patientswith 
declined ovarian reserve, but further research is needed on this subject.
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Details and research findings on the efficacy of using PRP to improve ovarian 
health or to aid in the treatment of infertility are summarized in Table 3 below:

Table 3
Clinical Results of Intra-ovarian PRP Applications: Characteristics and Findings of 
Various Studies

References Characteristics Results and Findings
Time from 
intervention 
to the day of 
evaluation

Sills et al., (2018)

Women who had  less than one 
previous IVF cycle canceled, 
have low AMH, high FSH levels 
and have not menstruated for 
≥1 year

Improvement in ovarian 
functions; increase in AMH, 
decrease in FSH and success 
in embryo development were 
observed.

78 ± 22 days

Stojkovska et al., 
2019

Women with POR who meet at 
least two of the ESHRE (2011) 
criteria

Intra-ovarian PRP did not improve 
clinical conception and viable 
birth rates dramatically.

61 ± 18 days

Çakıroğlu et al., 
2020 Women with POI

It might be an alternative 
treatment option in women with 
POI.

Not reported

Petryk and Petryk, 
2020

Ovarian reserve diminished 
patients and women with at least 
two failed IVF attempts

For women with POI, autologous 
PRP is considered a promising, 
safe, and effective treatment.

Not reported

Tandulwadkar et 
al., 2020

Women with poor response 
to POSEIDON group 3 and 4 
criteria

Administration of AdMSC in 
combination with PRP has been 
found to activate and restore 
ovarian reserve.

6 weeks

Hsu et al., 2021 Women in early menopause
The combination of PRP and GN 
has been found to temporarily 
restore ovarian function.

125 ±85 days

Aflatonian et al., 
2021 Women with POR and POI

PRP appears to boost the 
likelihood of pregnancy in 
some POR women and improve 
menstrual cycles in POI women. 
No significant changes in 
hormone concentrations were 
observed.

About a year.

Tülek and 
Kahraman 2022

Women who received ovarian 
PRP injections due to POI/POR

More oocytes were retrieved from 
women with POR, but no notable 
reduction in clinical pregnancy or 
live birth women did not achieve 
clinical gestation. Women with 
POI did not achieve clinical 
pregnancy.

6 months≤

Çakıroğlu et al., 
2022 Women with a history of POR

An increase in AFC, increase 
in serum AMH concentration, 
decrease in serum FSH 
concentration, rise in the mature 
oocyte count and improvement in 
embryo quality were observed.

Not reported

Tremellen and 
İnce 2022

Patients with significantly low 
ovarian reserve and previous 
IVF failures

Although there was no major gain 
in the total number of oocytes. 
collected after PRP treatment, 
PRP may be a hopeful alternative 
treatment option for women with 
low ovarian reserve.

2-3 months
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Barad et al., 2022
Women with extremely low 
functional ovarian reserve 
(LFOR)

PRP treatment had no clear 
clinically meaningful impact on 
ovarian function.

Not reported

Merhi et al., 2022

Twelve infertile women with 
at least one failed IVF cycle 
to examine the effects of PRP 
treatment on embryo genetic 
quality.

This is the 1st study to suggest 
that intra-ovarian PRP treatment 
can cause an immediate 
improvement in the incidence 
of euploid embryos (embryos 
with the correct number of 
chromosomes).

1-3 months

Safarova et al., 
2023 Infertile women with POR

A major breakthrough has been 
made in basal endometrial 
thickness, follicle count, 
estradiol value, oocyte count and 
Metaphase-II oocyte count after 
PRP injection.

4-6 months

Devenutto et al., 
2024

Women who have had at least 
one IVF treatment, retrieved 
fewer than five oocytes and/
or have a low ovarian reserve 
profile (POSEIDON 1, 2, 3 and 
4)

Better results were achieved 
3 months after the treatment 
injection. There was an increase 
in ovarian reserve with a limited 
impact on pregnancy rates.

1-3 months

Herlihy et al., 
2024

Womenunder 38 who have a 
past or present history of POR 
in IVF

Intraovarian PRP injection was 
not found to improve mature 
oocyte yield or other parameters 
of IVF outcome.

Not reported

AdMSC:Adipose-Derived Mesenchymal Stem Cells. AFC: Antral Follicle Count. AMH: 
Anti-Müllerian Hormone. ESHRE: European Society of Human Reproduction and 
Embryology. FSH: Follicle Stimulating Hormone. GN: Gonadotropins. IVF: In Vitro 
Fertilization. LFOR: Low Functional Ovarian Reserve. PGD-A: Preimplantation Genetic 
Testing. POI: Primary Ovarian Insufficiency. POR: Poor Ovarian Response. POSEIDON: 
Patient-Oriented Strategies Encompassing Individualized Oocyte Number. PRP: Platelet-
Rich Plasma. 

This table provides a comprehensive overview of studies on PRP therapy in 
women with ovarian failure and poor ovarian response. Based on the summary of the 
studies: PRP therapy has generally been applied to women with low AMH (Anti-Müllerian 
Hormone) levels, high FSH (Follicle Stimulating Hormone) levels and a history of failed 
IVF. Women with conditions such as POI, early menopause and poor ovarian reserve 
(LFOR) have also been studied. PRP has been shown in a number of studies to improve 
ovarian function, with an increase in AMH levels and a decrease in FSH levels. Success 
in embryo development has been achieved in some patients. However, some studies have 
reported that PRP did not substantially increase clinical pregnancy and viable delivery 
rates, and in some cases did not provide a significant benefit. In POI and POR (Poor 
Ovarian Response) patients, PRP therapy has shown some positive changes in hormone 
levels or oocyte count, but limited effects on pregnancy rates. Overall, PRP therapy 
is considered a promising alternative, but results vary from patient to patient and do 
not consistently improve clinical pregnancy outcomes. In summary, while PRP therapy 
has shown some potential benefits for women with poor ovarian response and related 
conditions, results are inconsistent. Research needs to continue to fully understand its 
efficacy, identify the best candidates for treatment and establish effective protocols.
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Introduction

Behavioural experiments in laboratory animals include research to understand and study 
the behaviour of animals. These experiments are carried out for various purposes, such 
as understanding the natural behaviour of animals, determining their stress levels, and 
measuring their learning and memory abilities. Experiments on laboratory animals are 
also used to understand human health, study diseases and develop medical treatments. 
Behavioural experiments use various methods to study the natural movements and 
reactions of animals in more detail. In the first stage, the animals’ habitats are carefully 
organised and provided with suitable conditions. Then, the animals are exposed to different 
stimuli and their responses are measured. During these experiments, many factors such 
as physiological parameters, brain activity and hormone levels are measured. Thus, more 
information is obtained about the animals’ emotional state, learning abilities and memory. 
The use of laboratory animals has led to many important discoveries related to human 
health. For example, experiments on animals to evaluate the effects and side effects of 
drugs provide important data on the safety and efficacy of new drugs. In addition, animal 
experiments are used to understand the causes and treatment methods of diseases such 
as cancer, diabetes and Alzheimer’s disease. Thanks to these experiments, it is possible 
to improve people’s quality of life and develop effective treatments against diseases. 
As a result, behavioural experiments in laboratory animals are of great importance for 
understanding animal behaviour and improving human health. These experiments are 
carried out for various purposes, such as understanding the natural behaviour of animals, 
determining their stress levels, and measuring their learning and memory abilities. In 
addition, experiments on laboratory animals are a valuable tool for understanding human 
health, studying diseases and developing medical treatments. The methods used and 
data obtained in these studies provide information on the safety and efficacy of drugs 
and provide a strong basis for understanding the causes of diseases. It is important to 
continue behavioural experiments in laboratory animals to improve people’s quality of 
life and to develop effective treatments against diseases.

Importance and Contributions of Laboratory Animals

Laboratory animals usually consist of various species such as mice, rats, birds, fish, 
rabbits, etc. Various behavioural experiments performed on such animals are used to 
understand their behaviour, assess their emotional states, and study their learning and 
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memory abilities. These experiments allow us to analyze in detail the physiological state 
of animals, their social interactions and their relationship with their environment. In 
addition, various games and activities are used to improve the quality of life of laboratory 
animals. Thus, a better life is provided for the animals by protecting their mental and 
physical health. The main goal of all these studies is to support scientific progress and 
maximize animal welfare. For this reason, proper care and full compliance with legal 
regulations are required to protect the health and well-being of laboratory animals.

Open Field Test

Open Field Test is a method used to evaluate the anxiety levels of laboratory animals. 
The main purpose of this test is to determine the anxiety levels of animals by examining 
their reactions to the outside world. In this Open Field Test , the animal’s mobility, 
exploratory behaviour and risk-taking tendency are observed and the anxiety level is 
determined based on these behaviours. When the animal is exposed to an inappropriate 
environment, its anxiety level is determined by analysing its reactions. During this test, 
each movement of the animal is recorded on video and these videos are then analysed 
in detail by experts. Each movement of the animal is examined for signs such as 
escape behaviour, a tendency to hide or restlessness. The experts carefully analyse the 
animal’s reactions by pausing and replaying the videos. As a result of these analyses, a 
comprehensive assessment is made to determine the animal’s level of anxiety. The Open 
Field Test is a widely used method to objectively determine the anxiety level of animals 
in laboratory studies. This test is an important tool to accurately assess the health and 
welfare of animals. Thanks to this method, experts determine the stress levels of animals 
and provide a better understanding of anxiety and stress, which are abstract concepts, 
with concrete data. The Open Field Test is of great importance in determining the 
anxiety levels of animals and developing appropriate treatment methods. This method 
is frequently used in research in animal behavioural science to improve the welfare of 
animals and provide them with a better quality of life. Overall, Open Field testing is a 
key to understanding the anxiety levels of animals and contributes to the protection of 
animal welfare in laboratory studies.

Definition and Purpose

The Open Field Test is a behavioural experiment used to determine the anxiety levels 
of laboratory animals. This important test is performed to understand how the animal 
interacts with the outside world, how it reacts to potential dangers and its behavioural 
characteristics in general. Through this experiment, the animal’s anxiety level is 
determined and the factors affecting this state are observed, as well as how it responds 
to genetic, environmental or pharmacological interventions. Determining the level of 
anxiety is critical for understanding the health and welfare status of animals, identifying 
stress factors and ensuring that the data used in relevant research is built on solid 
foundations. This test is an important tool to understand the behavioural responses of 
animals and to ensure that they live healthily in their environment. In this way, it is 
aimed to meet the needs of animals and improve their quality of life. Open Field testing 
provides researchers with the opportunity to understand the behaviour of animals and 
assess their emotional states, such as anxiety. Therefore, it is of great importance for 
ensuring animal welfare and fulfilling ethical practices in the laboratory environment.
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Application Procedure

The Open Field Test procedure begins with the animal being placed in the test room. 
In the large and spacious open area placed in the middle of the room, all behaviours of 
the animal are meticulously videotaped and observed. During this process, the animal’s 
mobility, exploratory behaviour and risk-taking behaviour are noted in detail. Through 
high-resolution cameras and sensitive sensors placed around the animal during the test, 
all of the animal’s movements are recorded in detail and then used for a comprehensive 
analysis. At the end of the test, the video recording is replayed by experts to examine 
the animal’s behavioural data in even greater detail. At this stage, the experts analyse 
each movement, reaction and behaviour of the animal in more detail, allowing for a 
more comprehensive evaluation of the test results. Additional observations are made to 
learn more about the behavioural characteristics of the animal and additional analyses 
are performed if necessary to ensure the accuracy of the data. Thus, the Open Field 
Test application procedure becomes an important tool in scientific research, providing a 
complete understanding of the behaviour of animals.

Data Analysis and Interpretation

The data analysis of the Open Field Test is carried out in detail on the video recording. 
The behaviours of the animal during the test are carefully examined and noted in detail. 
These include various behaviours such as wandering, exploration, risk-taking and 
avoidance. This valuable data is used to precisely determine the animal’s level of anxiety. 
The findings of the data analyses lead to different and comprehensive interpretations of 
the animal’s anxiety level. These valuable interpretations provide important clues for 
understanding the behaviour of laboratory animals and working on possible treatments. 
They also provide valuable information for the development of potential treatments.

Elevated Plus Maze 

The Elevated Plus Maze  is a widely used method for testing learning, memory and motor 
skills. This method was developed to assess the ability of laboratory animals to explore 
their environment, navigate and learn. Animals usually try to climb onto the platform 
in the maze or behave cautiously to find the platform. These behaviours provide data 
used to measure the animals’ performance and analyse their results. Factors such as the 
time the animals spend in the maze, the time to find the platform and the number of 
mistakes provide important information about the animals’ learning and memory skills. 
In addition, this method is also used to investigate the effects of laboratory animals 
on brain activity and the nervous system, and is also preferred in areas such as drug 
experiments and the study of neurological diseases. This method plays an effective role 
in the development of treatment methods by providing in-depth understanding of animal 
behaviour. Experiments on laboratory animals are of great importance not only for human 
health but also for animal welfare in general. Ethical rules require the way in which 
experiments are conducted, the protection of animals and their fulfilment. Therefore, it is 
important that experiments on laboratory animals are carried out correctly and ethically. 
The results of these experiments can contribute to scientific discoveries and advances that 
can guide humans. In conclusion, the elevated plusmaze is a valuable tool for studying 
the behaviour of animals and assessing their learning abilities. Thanks to this method, 
better treatments and medicines can be developed and important contributions to basic 
science research can be made.
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Definition and Purpose

The elevated  plus maze is a behavioural test used to evaluate the learning, memory and 
motor skills of laboratory animals. The main purpose of this method is to measure and 
compare the learning process, memory capacity and the ability of animals to explore their 
environment. The experiment aims to obtain behavioural results by analysing substantial 
data such as the animal’s time to find a platform in a maze, the number of errors, 
movement patterns and the effect of environmental factors. Thus, the effects of animals 
on the learning process can be understood in more detail and contribute to scientific 
studies. Furthermore, this experimental method can also be used to evaluate the mental 
abilities of laboratory animals and to test the effectiveness of potential medication or 
rehabilitation methods. The Elevated Plus Maze test is an important tool for investigating 
the cognitive abilities of animals and studying conditions such as neurological diseases 
or aging. This method analyses the behaviour of animals, assessing critical skills such 
as memory, learning and locomotor abilities, while also considering animal welfare. In 
conclusion, the Elevated Plus Maze test is a powerful research tool for understanding 
animals’ behaviour, measuring their mental abilities and contributing to the development 
of potential treatment methods.

Application Procedure

The Elevated Plus Maze procedure is usually focussed on the animal’s ability to find a 
platform in the maze. The process of the animal trying to find the platform starting from 
the starting point of the maze is highly considered. The behaviour of the animal as it 
searches for the platform in each layer of the maze is observed, recorded and analysed 
in detail. These analyses provide information on the animal’s time to find the platform, 
error rates and next step strategies. The difficulties encountered by the animal during the 
experiment and the methods of coping with them are also analysed and recorded. The 
data obtained at the end of the experiment allows us to make more precise inferences 
about the animal’s learning ability and memory performance. In this way, we gain a 
broader perspective on the problem-solving abilities and cognitive processes of animals.

Data Analysis and Interpretation

The data obtained in the Elevated Plus Maze test are used to evaluate the animal’s 
performance in the maze. These data usually include the animal’s time to find the platform, 
number of errors, time spent in the maze and movement patterns. Data analysis involves 
a comparative evaluation of these factors. When interpreting, behavioural conclusions 
are drawn, taking into account the animal’s learning ability, memory performance, motor 
skills and attention span. Data analysis and interpretation are critical for understanding 
the results of the test and for understanding the behavioural abilities of the animals. It is 
also important to evaluate other factors that may influence the cognitive abilities of the 
animals based on these data. Based on the results of the test, a better understanding of 
how the cognitive functions of animals are related to tasks that require learning, memory 
and attention can be gained. These analyses could provide important information for 
future studies to assess the mental health of animals and to examine the effects of drugs. 
To summarise, the Elevated Plus Maze testis a tool for assessing the cognitive abilities 
of animals and understanding behavioural outcomes. The results of this test can be a 
valuable source of scientific data to investigate the mental functions of animals and to 
develop treatment approaches based on this.
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Light-Dark Box Test

The Light-Dark Box Test is a method used in open field experiments of laboratory 
animals. The purpose of this test is to examine the behaviour of the animal when exposed 
to a highly illuminated area. The Light-Dark Box Test is a method often used to measure 
different behaviours of the animal, such as fear, courage and exploration. This test is an 
important tool to understand the stress level, anxiety level and adaptability of the animal 
and is an effective method to assess the emotional state of laboratory animals. It is also 
used to assess the general welfare of laboratory animals and to ensure ethical standards 
in animal experiments. Therefore, the Light-Dark Box Test is a protocol frequently 
preferred by researchers and animal observers.

Definition and Purpose

The definition of the Light-Dark Box Test is an experiment to examine the behavioural 
responses of laboratory animals at high light levels. The main purpose of this test is to 
evaluate the emotional state of the animal in more detail by measuring many different 
behaviours such as fear, curiosity and courage. The purpose of the Light-Dark Box Test 
is not only limited to this, but also focuses on determining the stress level of the animal, 
analysing the anxiety level and measuring the adaptation ability. This test is also of great 
importance to improve the welfare of animals in laboratory conditions. Improving the 
quality of life of animals and providing them with a healthier environment is one of the 
long-term goals of the Light-Dark Box Test. This form of experiment aims to improve 
the welfare of animals by providing them with more natural behavioural options. It 
also assesses the ability of animals to adapt to laboratory environments, improving 
their long-term quality of life. The use of the Light-Dark Box Test helps us to better 
understand the psychological state of animals, while taking steps to better meet their 
mental and emotional needs. While this test is recognised as an important indicator of 
laboratory animal welfare, it also plays a major role in the ethical aspects of animal 
experimentation. In conclusion, the Light-Dark Box Test is an important tool for the 
multifaceted evaluation of animal experiments and to improve the welfare of laboratory 
animals.

Application Procedure

The procedure for the application of the Light-Dark Box Test is firstly to allow time 
for the animal to rest peacefully and relax in a completely dark area. Then, the animal 
is placed in an open area with high light. The time the animal spends in this area, its 
escape behaviour and level of courage are carefully observed and recorded. During the 
test, the animal’s movements, physiological responses, and moods are determined and 
recorded in detail. This procedure is carried out in a standardised way to understand the 
behavioural responses of laboratory animals and to assess their emotional state, so that 
the data obtained are suitable for scientific analysis and broader conclusions. Knowing 
the emotional experiences of the animal is important to improve their welfare and to 
better understand how they react in open spaces.

Data Analysis and Interpretation

Data analysis of the Light-Dark Box Test is based on the duration, frequency and type 
of behaviour the animal shows during the test. This data is used to measure the animal’s 
fear, courage and exploratory behaviour. Inferences are also made on the animal’s stress 
level, anxiety level and adaptability. The data obtained are evaluated to understand the 
emotional state of laboratory animals and to improve their welfare, thus contributing to 
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keeping laboratory animals in improved conditions. The results of these analyses are 
also used to understand the interaction between humans and animals. In particular, these 
tests are an important tool for understanding how animals react to humans and how 
they communicate with them. Thus, it contributes to the development of more effective 
methods in the field of animal breeding and training. Data analysis of the Light-Dark Box 
Test is also an important resource for genetic research. These tests are used to understand 
the genetic makeup of animals and to study the influence of certain genes on behaviour. 
This provides a better understanding of how genetic factors influence animal behaviour 
and helps to create more genetically healthy and stable populations. In conclusion, data 
analysis of the Light-Dark Box Test is a tool that helps us to better understand animals 
and even humans and improve their welfare. By assessing the emotional state of animals, 
we can improve their living conditions and take the necessary measures for a better 
future. These analyses are constantly being improved based on scientific research and 
the relationship between animals and humans.

Morris Water Maze

The Morris Water Maze is a method used especially on mice and rats and aims to evaluate 
the learning, memory and spatial navigation abilities of animals. This test evaluates the 
performance of animals by the time it takes to find the platform in the maze. Animals 
swim through the water, demonstrating their ability to find the exit of the maze and 
the position of the platform. The Morris Water Maze is a widely used test to assess the 
learning ability, memory and strategic behaviour of animals. This method is important 
for understanding the cognitive abilities and mental capacities of animals. It is also an 
effective method to study the behaviour of animals in a laboratory environment and to 
obtain valuable data for research. The Morris Water Maze is a reliable tool for measuring 
the mental performance of animals and is a standard test used in many studies. This test 
plays an important role in analyses on the learning and memory abilities of animals. The 
performance of animals in the maze provides information about the effectiveness of the 
experiment and helps researchers to understand the behavioural and neural characteristics 
of the animal models of interest. Furthermore, the Morris Water Maze is used to study 
the impact of conditions such as brain traumas, neurological disorders and aging on the 
cognitive functions of animals. In conclusion, the Morris Water Maze is a reliable test 
for assessing the cognitive performance of animals and plays an important role in brain 
research. By examining the intelligence levels and learning capacities of animals, this 
test is an important tool in understanding and curing human diseases.

Definition and Purpose

The main purpose of the Morris Water Maze is to more comprehensively evaluate the 
spatial learning, memory formation and navigation abilities of laboratory animals. This 
maze is used to observe changes that occur under genetic or pharmacological conditions, 
allowing detailed measurements of animal performance. This method helps us to reach 
a deeper understanding of the mechanisms of animal learning and memory. This allows 
us to understand the basic principles of memory and learning processes in laboratory 
animals and to work on potential treatments. Furthermore, this method also contributes 
to a better understanding of the effects on the brain and nervous system of laboratory 
animals. Therefore, the Morris Water Maze is an important research tool that is widely 
used in animal experiments. The primary goal of the Morris Water Maze is to examine 
the spatial learning, memory formation and navigation abilities of laboratory animals in 
more detail. This maze allows the performance of animals to be measured in detail and 
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is intended to observe changes that occur under genetic or pharmacological conditions. 
This method provides a more thorough understanding of the mechanisms of learning 
and memory in animals, so that we can understand the basic principles of memory 
and learning processes in laboratory animals and study potential therapeutic methods. 
However, this method also contributes to a better understanding of the effects on the 
brain and nervous system of laboratory animals. Therefore, the Morris Water Maze is an 
important research tool widely used in animal experiments.

Application Procedure

The Morris Water Maze procedure is a method commonly used to measure the time it 
takes animals to find a hidden platform in a maze. In this experiment, the subject animal 
tries to find the position of the platform while moving freely through the maze. The 
experimenter evaluates the animal’s performance using various parameters and collects 
data. The experiment is usually repeated over a period of time and it is important to 
analyse the data obtained. This process is used to study the animal’s learning capacity 
and navigation skills. The results of the experiment can provide information about how 
the animal perceives and learns the maze. Furthermore, the animal’s ability to adapt 
when the position of the platform in the maze is changed can also be investigated. All this 
information is highly valuable for providing further understanding of animal behaviour, 
learning processes and cognitive functions in general.

Data Analysis and Interpretation

The data obtained in Morris Water Maze tests usually include parameters such as the 
animal’s time to find the platform, swimming route and time spent in the platform 
area. These data provide valuable information about the animal’s learning and memory 
processes. They also shed light on important information about the spatial learning 
abilities of animals. Statistical analyses and interpretations of the obtained findings 
provide results that are appropriate for the purpose of the experiment. These results 
show how developed the intellectual capacities of the animals are. Animals are able 
to successfully complete complex spatial tasks that exceed their simple learning skills. 
These experimental results provide important clues about the evolution and adaptation 
process of animal intelligence. Their brain capacity and cognitive abilities may be 
superior to those of humans, and this becomes a topic of future research that needs to 
be further understood. Understanding animals and establishing a connection with them 
could be the path to scientific discoveries and advances. Therefore, it becomes clear that 
more research is needed to better comprehend the learning and memory processes of 
animals. The findings from these researches will help in pushing the limits of animals’ 
cognitive abilities. In conclusion, the Morris Water Maze tests provide an important 
scientific window into the intelligence and learning capacities of animals. This will shed 
light on future studies and provide an understanding of the cognitive abilities of animals.

Force Circle (Social Interaction Test)

The Force Circle is a method used in behavioural experiments in laboratory animals. If 
we want to study social interactions between animals, we can use this method. The Force 
Circle is a test that analyses the alignment of animals in a circle. The purpose of this test 
is to determine the animals’ reactions to each other and their social ranking. The Force 
Circle experiment is usually performed on rats or mice, and the animals’ movements are 
video recorded and later analysed. In this way, the animals’ interactions with each other 
are observed and data on their social behaviour is obtained. One of the advantages of 
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using this method is that animals exhibit their behaviour in their natural environment. 
Outside the laboratory environment, animals usually have a social hierarchy similar 
to that of humans in everyday life. In the Force Circle experiment, animals naturally 
determine their social ranking and show their interactions with each other. In this way, 
researchers can better understand social behaviour among animals and observe how 
certain behaviours affect social status. In the Force Circle experiment, various parameters 
are used to analyse the social interactions of animals with each other. These include 
factors such as the speed at which the animals move, the frequency with which they 
change direction and the frequency of encounters. Analysing these parameters helps to 
determine the social ranking of the animals and shows which animals are more dominant 
and which animals are ranked lower. The Force Circle experiment allows not only to 
study the social interactions of animals, but also to assess their stress levels. Signs of 
stress that occur during interactions between animals can affect their comfort level and 
have a significant impact on their behaviour. Therefore, the Force Circle experiment is a 
useful tool to determine the stress levels of animals and to understand how it affects their 
behaviour. In conclusion, the Force Circle experiment has an important place in animal 
behaviour research. This experiment is an effective method used to study the social 
interactions of animals, determine their social ranking, and assess their stress levels. By 
using this experiment, researchers can explore the basic principles of social behaviour 
among animals and provide a broader understanding.

Definition and Purpose

The Force Circle experiment is a method used to study social interactions in laboratory 
animals. The aim of this experiment is to determine the animals’ reactions to each 
other, their social relationships and social ranking. The Force Circle test obtains data to 
examine in more detail the movements, interactions and social behaviour of animals in 
a circle. This method is usually performed on rats or mice, with video recording of the 
animals’ movements, which provides more data for analysis and makes it possible to 
obtain more comprehensive results. Small changes in the animals’ movements allow a 
more detailed study of behavioural patterns and social relationships. This method is used 
as an important research tool to understand the social structure and group dynamics of 
animals in the laboratory. The Force Circle experiment is also used to compare the social 
interactions and behaviour of different species of animals. For example, in an experiment 
focusing on the social behaviour of mice, the Force Circle test can be used to determine 
how mice interact with each other and their social hierarchies. In this way, differences 
in the social behaviour of mice with different genetic backgrounds can be examined and 
the effect of genetic factors on social relationships can be understood. In addition, the 
Force Circle test is also used to examine environmental factors that influence the social 
behaviour of animals. For example, in an experiment, different social environments 
can be created by changing the arrangement of the animals in the circle and observing 
how the animals react to these environments. In this way, the effect of environmental 
factors on the social relationships and behaviour of animals can be understood and 
appropriate environmental conditions can be provided. The results of the Force Circle 
experiment are used to better understand the social structures of animals and to predict 
potential conflicts or incompatibilities between groups of animals. This information is an 
important tool for optimising the care and living conditions of animals, improving their 
welfare and reducing stress levels. Furthermore, the results of this experiment can also 
provide clues about human social relations and social dynamics. Therefore, the Force 
Circle experiment is considered an important method in both animal research and social 
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sciences. In conclusion, the circle of force experiment is an effective method used to study 
social interactions in laboratory animals. This method is used to analyse the interactions 
of animals with each other, their social behaviour and group dynamics in more detail. It 
can also be used to investigate the differences between the social interactions of animals 
of different species and the factors that influence them. The results of the Force Circle 
test are an important guide for understanding the social structure of animals, improving 
their welfare and providing appropriate living conditions. In addition, the results of 
this experiment can also provide information about human social relations and social 
dynamics.

Application Procedure

For the Force Circle experiment, firstly a circle is created and the animals that will 
participate in the experiment are placed in this special area. Then, the interactions and 
movements of the animals with each other are observed in detail by video recording. The 
data obtained after this video recording is carefully analysed to determine the reactions of 
the animals to each other and their social ranking. As a result of this detailed data analysis, 
comprehensive data on the social behaviour of the animals are obtained and interpreted in 
depth. This circle of force experiment helps us to better understand the social hierarchies 
and social behaviour of animals. Learning about the relationships and interactions of 
animals with each other allows us to better understand their group dynamics and social 
behaviour. Furthermore, the results of the experiment provide a remarkable resource for 
determining the social ranking and roles of animals within the group. This information 
can be used to comprehend the social behaviour of animals and to manage in-group 
relationships. In addition to contributing to research on animal behaviour, the Force 
Circle experiment also provides significant information about the natural behaviour of 
animals. The results of the experiment help us to better understand the social structure of 
animals, their interactions with their environment and their behaviour. This information 
can be used to protect natural habitats and ensure animal welfare. In conclusion, the 
Force Circle experiment is a valuable research method to better understand the social 
behaviour and relationships of animals. This experiment provides an effective way to 
determine the social ranking of animals and to analyse their in-group interactions. It 
also provides important information about their natural behaviour, helping us to develop 
strategies for animal protection and welfare. The Force Circle experiment is a valuable 
research tool to better understand and communicate with animals.

Data Analysis and Interpretation

The data obtained after the Force Circle experiment are analysed very carefully to 
determine the animals’ reactions to each other and their social ranking. As a result of this 
analysis, extremely valuable data on social behaviour between animals are obtained and 
interpreted comprehensively. The detailed video recording of the animals’ interactions 
and movements with each other, and the comprehensive analysis and interpretation of this 
data, provides in-depth information about social behaviour and provides unique results 
for the purpose of the experiment, which is to determine social ranking. These results 
are of great importance in determining the place of animals in the social hierarchy and 
understanding the dynamics of their communities. In conclusion, the detailed analysis 
of the data obtained through the Force Circle experiment leads to a comprehensive 
understanding of the social behaviour of animals.
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Swimming Test

As part of behavioural experiments in laboratory animals, the Swimming Test is often 
used to examine animals’ swimming abilities, activity levels and social behaviour. It is 
also considered an effective method for diagnosing conditions such as depression, anxiety 
and stress. The Swimming Test allows measuring how long laboratory animals can stay 
in the water and also takes into account other factors such as frequency and mobility. 
These experiments are an important tool for assessing the physical and psychological 
health of animals, exploring potential treatment methods and observing behavioural 
changes. Swimming Tests are a standard method used in many fields such as scientific 
research and drug development studies. The results are analysed taking into account the 
effects on the behaviour and reactions of animals, and the data obtained play an important 
role in influencing approaches to treating similar conditions in humans. The use of the 
Swimming Test provides researchers and scientists with more information to understand 
the different behavioural patterns of animals, their responses to water and their stress 
levels. This information is used to better understand the welfare of animals and the 
results of studies. Furthermore, Swimming Tests are frequently used by pharmaceutical 
companies and the medical industry to evaluate the efficacy of treatments and therapeutic 
interventions in animal models. These tests are important to objectively assess the effects 
of a potential drug or treatment protocol. By analysing the behaviour, reactions and 
physiological responses of animals, researchers can better understand the effects of drugs 
with therapeutic potential on humans and determine appropriate treatment methods.

Definition and Purpose

The purpose of the Swimming Test is to examine the behavioural characteristics and assess 
the mood of laboratory animals. This test is particularly used to determine conditions 
such as depression, anxiety and stress. The social connections and activity levels of the 
animals are also analysed in detail with the Swimming Test . The main purpose of the 
experiment is to identify behaviours that indicate the health status of the animals and to 
reach scientific conclusions by considering this information in a broader perspective. 
The Swimming Test provides significant data about the animals’ behaviour by measuring 
their movement in water, swimming skills and reactions to water. In addition, this test 
provides more reliable experimental results by evaluating the motivation of the animals. 
According to the results of the Swimming Test, information about the general health, 
mood and behaviour of the animals can be obtained. This test is an important tool for 
monitoring animal welfare and evaluating the methods used in research. The Swimming 
Test should be performed in accordance with ethical values in studies on laboratory 
animals and the welfare of animals should be considered. In conclusion, the Swimming 
Test provides valuable information to researchers and scientists by examining the 
behavioural characteristics of animals, assessing their mood and determining their health 
status. In this way, studies can be carried out to develop treatment methods and guidance 
to improve the quality of life of animals.

Application Procedure

In the Swimming Test procedure, animals are usually placed in a large tank filled with 
water and carefully observed for how long they can remain in the water. During this 
time, the frequency with which the animals enter the water, their mobility and swimming 
abilities are recorded and analysed in detail. The social behaviour of the animals is also 
carefully observed, analysed and reported. It is extremely important that the animals are 
not harmed in any way during the application and that ethical rules are fully complied 
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with. Therefore, all necessary measures are taken to protect the animals and ensure 
their welfare. The treatment teams consist of specialised veterinarians and apply the 
highest standards to meet the animals’ needs. In this context, various strategies are 
implemented to ensure that the stress levels of the animals are low, for example, lighting 
is provided with natural light and the water temperature is kept at an optimal level. All 
these measures contribute to the animals being able to exhibit their natural behaviour 
and to the reliability of the test results. The Swimming Test administration procedure is 
carried out according to a protocol that has been developed and continuously updated 
based on advanced scientific research. In this way, the welfare and rights of animals are 
protected while scientific data are obtained. In conclusion, swim testing is a method of 
great importance in the field of animal behaviour and should be performed in accordance 
with the generally accepted ethical standards of the scientific community. This is an 
approach that will provide a basis for future research and guarantee the protection of 
animals.

Data Analysis and Interpretation

Analyses of Swimming Test results include the amount of time the animals spend in 
the water, the frequency with which they enter the water and their activity levels. A 
detailed study of these data is extremely valuable for understanding the animals’ mood, 
social interactions and physical activity. Careful statistical analysis of the data obtained 
provides detailed information about the behavioural reactions of the laboratory animals, 
which can be interpreted in an expressive way in accordance with the purpose of the 
experiment. These results provide an important context for future research and studies 
of animal behaviour. Therefore, the analysis of Swimming Test results is an important 
element of scientific progress and should be studied to gain a full and comprehensive 
understanding of their impact on animal behaviour.

Results and Discussion

The findings provide remarkable insights into the effectiveness of the methods used to 
understand and assess the behaviour of laboratory animals. These findings provide a 
detailed understanding of the stress levels, cognitive abilities, anxiety levels and learning 
capacities of the animals tested. Furthermore, issues such as how the results of different 
experiments can be related to each other, the impact of these relationships on the 
behavioural profiles of laboratory animals and how these effects change over time are 
open to discussion. For example, in one experiment there may be a positive correlation 
between stress levels and learning capacity of animals, whereas in another experiment 
this relationship may be negative or weak. Such different results should be taken into 
account in the process of evaluating and analysing the results of behavioural experiments 
in laboratory animals. The results of behavioural experiments on laboratory animals 
not only contribute to the scientific literature, but may also help to understand similar 
behavioural characteristics in humans. For example, if certain behavioural patterns seen 
in individuals with anxiety disorders are found to be similar in laboratory animals, it may 
enable humans to participate more comfortably in studies on anxiety and to better benefit 
from the results of these studies. Therefore, it is of great importance to develop processes 
for the evaluation and analysis of the results of behavioural experiments in laboratory 
animals. Statistical analysis methods, carefully designed experimental protocols and 
reliable data sources should be used in these processes. In addition, open and transparent 
reporting of experiments is crucial in terms of reproducibility and accessibility of other 
researchers to the results of these studies. In conclusion, the process of evaluating and 



130 Copyright © 2024 by ISRES Publishing

New Generation Technologies and Sustainability in Health:Current Studies

analysing the results of behavioural experiments in laboratory animals is needed for 
both animal welfare and scientific progress. In this process, it is necessary to establish 
a cooperation and communication network between different researchers in order to 
discuss the findings and contribute the results to the literature. In this way, discussions 
on the evaluation and results of behavioural experiments in laboratory animals will 
contribute to the common knowledge of the scientific community.

Interpretation of the Findings

The significance of the findings provides important clues about the effectiveness of 
the methods used to understand and evaluate the behaviour of laboratory animals. In 
particular, the use of new techniques that allow us to better understand the behaviour of 
animals increases the value of these studies. For example, the findings obtained with the 
Open Field Test provide a more detailed and comprehensive analysis of the behavioural 
responses of laboratory animals in the open field. In addition, findings obtained using 
different methods, such as the Morris Water Maze, help us better understand the learning 
and memory abilities of animals. In this way, the results of experimental studies with 
laboratory animals allow for a deeper understanding of their psychological state and 
mental abilities. The findings enable us to better understand the emotional responses, 
learning capacities and memory performance of laboratory animals. Thus, we can 
evaluate the behavioural profile of these animals more comprehensively and interpret 
the results of research more effectively. In conclusion, the importance of experimental 
studies on laboratory animals is increasing. The use of advanced technologies and the 
development of new methods increase the value and effectiveness of these studies. The 
findings obtained enable us to understand and examine the behaviour of laboratory 
animals and guide us in improving their welfare and quality of life. Therefore, it is 
necessary to continue research on laboratory animals and to support scientific advances 
in this field.

Comparison of Methods and Preferred Practices

Comparing the methods used for behavioural experiments in laboratory animals allows the 
advantages and disadvantages of each method to be identified and preferred applications 
to be determined. For example, the Open Field Test is used to observe the natural behaviour 
of animals, while the elevated platform maze may be preferred to evaluate learning and 
memory capacities. It can be said that each method offers a different perspective to 
understand the behaviour of laboratory animals. Therefore, selecting and applying the 
most appropriate method according to the experimental needs is an important step for 
the reliability and validity of experimental studies. Comparison of the methods used for 
behavioural experiments in laboratory animals allows the advantages and disadvantages 
of each method to be identified and preferred practices to be determined. For example, the 
Open Field Test is used to observe the natural behaviour of animals, while the elevated 
plus maze may be preferred to evaluate learning and memory capacities. It can be said 
that each method offers a different perspective to understand the behaviour of laboratory 
animals. Therefore, selecting and applying the most appropriate method according to the 
experimental needs is an important step for the reliability and validity of experimental 
studies. It is also possible to combine different methods. For example, starting with an 
Open Field Test and then switching to another method such as a Elevated Plus  Maze. In 
this way, we can study the behaviour of laboratory animals in a multidimensional way 
and gain a broader perspective. This interdisciplinary approach allows us to obtain more 
comprehensive results.
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Introduction

In the 21st century, education models have evolved into a quite different dimension 
in accordance with the digital age. This dimension is a dimension that reveals this 
new perspective on education and brings lifelong sustainability with a wide variety of 
information from different channels. With this approach in education, the concept of 
learning has replaced the classical concept of teaching and the student has been put at the 
center of education (Özden, 1999; Oktay, 2005; Akpınar & Gezer, 2010).

These developments in the processes of education have changed the skeleton 
of the education system and emphasized the learning plan. For this education system 
to function effectively, the importance of the content of the curriculum has once again 
become apparent (Özden, 1999).

In this context, education programs have evolved from the traditional behaviorist 
approach to the learner-centered constructivist approach (Akpınar & Gezer,2010; 
Yurdakul, 2005; Gömleksiz, 2005). In constructivism, accessing knowledge is a process 
that is at the center of the individual and regulated by his/her experiences (Barr & Tagg, 
1995; Williams & Burden, 1997; Atay, 2003). In this context, the content of learner-
centered education programs has progressed towards the direction where traditional, 
classical narratives are abandoned, the learner is more active, problem solving skills are 
developed and group work is effective (Akpınar & Gezer, 2010).

In the learner-centered education approach, the learning process is considered as 
a complex process. However, it is thought that informing trainers about this system will 
facilitate the process (Akpınar & Gezer, 2010). In this process, the trainer should prepare 
the training program with the role of facilitator and guide and draw the framework in this 
direction. In this constructivist model, the trainer is expected to be open to innovations, 
to have a digital and technical infrastructure and to be able to apply them (Akpınar 
& Gezer, 2010; Açıkgöz, 2003b; Bursky, 2002; Şenatalar, 2004). These changes in 
education have revealed the importance of training of trainers.

These changes in education have also gained importance in the field of medical 
education, leading to questioning traditional educational methods and researching 

Chapter 8
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effective educational models. Medical education tends to show continuous change 
and development since ancient times. Since Hippocrates, medical education has been 
continuously developing according to the needs of the current century. 

In this context, efforts to find the most effective method that can be applied in 
sustainable medical education have continued in accordance with the changing world 
conditions and thus learner-centered learning models have been included in the medical 
education process. In this model, learners actively participate in the learning process and 
become aware of their own learning level. After gaining awareness, they analyze their 
needs and take responsibility for their own learning. While the traditional education 
model is instructor-centered, the student gains importance in learner-centered education 
models. This model, in which the learner can manage his/her own process, offers a way 
on how to access educational content appropriate to the learner’s own interests and how 
to learn how to learn. Thus, the learning process takes an active form.

In learner-centered education, learners determine their learning goals related to 
the relevant educational content and draw a route to reach this goal. In the process of this 
work, they learn to learn, develop problem-solving skills, learn group work, provide peer 
education and thus deepen their learning. Learner-centered education is an educational 
model that determines the learning process according to the learner’s interests, skills and 
learning style. This educational model supports learners to be more active and learn more 
effectively. Since individuals have different learning styles, needs, interests and speeds, 
individual learning plans are designed in learner-centered education. In this design, 
the instructor is the guide (Agustini, et al., 2021). Students actively direct their own 
learning processes, brainstorm, learn how to conduct research and set learning goals. In 
this way, they take responsibility for independent thinking and learning (Purnamasari, et 
al., 2020). Learner-centered education is shaped by the individual’s active participation, 
teamwork and management of this process. Students who actively participate in the 
education process interact with each other in the classroom and realize peer education 
by contributing to each other’s learning process. This perspective enables learners to 
develop their social skills and participate in teamwork as well as gain problem-solving 
skills (Aldemir et al., 2024; Hoidn & Reusser, 2020).

In this context, it is very valuable for medical students to know their own learning 
styles and gain self-learning skills. In learner-centered education , the learning needs of 
learners are taken into consideration. In this direction, it would be appropriate to include 
educational activities in the curriculum where students can realize themselves. Among 
the building blocks of learner-centered education are tolerance for individual learning 
differences, teamwork, needs assessment and creating appropriate learning spaces 
(Komatsu et al., 2021). These parameters allow learners to learn more effectively and 
develop themselves, providing a more sustainable and effective educational model in 
education. The importance of the place of learner-centered education methods in medical 
education emerges at this point. Physician training in medical education has a structure 
that has been discussed and developed since Flexner (Sayek et al., 2016).

 Medical education, which started as discipline-based, has changed from 
instructor-centered traditional education to learner-centered active education and 
integrated system over time and in line with the needs. Project-based learning, problem-
based learning, flipped classroom, clinical-case-based learning, evidence-based medicine 
and simulation-based learning can be listed among the main learner-centered education.

With the diversification of technologies in our digitalizing world, accessing and 
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transferring the information needed has become much easier. In medical education, 
learning in digital environments has started to be used with the increase and widespread 
use of educational activities in which the learner is kept in the center and the adoption of 
the use of technology. 

Learner-centered education, unlike traditional education, represents a cycle in 
which the learner is at the center and active, shaping his/her own learning process. In 
this cycle, a wide range of learner-centered education models have come to the fore and 
gained importance. There are many different learning approaches in this model that will 
enable learners to become aware of how they learn. 

Project-Based Learning

It is a model in which students work on a project related to a specific topic. This learning 
approach enables learners to apply the knowledge and skills they acquire through 
research by transforming them into attitudes.

 The main goal of project-based learning is to produce an original product related 
to reality. Learners define problems and create research steps (Slough & Milam, 2013). 
In this learning method, learners create a product by researching a topic that has not 
yet been defined and complete the learning process (Capraro & Slough, 2013).  As a 
result of the preference of project-based learning in education, it has been observed 
that learners gain problem solving skills (Hickey, 2014; Çeliker & Balım, 2012). In this 
learning method, learners structure their target subjects by working alone or in groups of 
8-10 people.

Project-based learning method is a teaching model that allows learners to create 
a project draft by using their imagination, to make plans, to be learner-centered, reality-
based and to work together in different disciplines (Wurdinger, et al.,2007. Kalaycı, 
2008;). Project-based learning process has characteristic features (Marshall et al., 2007). 

These features include;

1.It is at the center of the learners’ learning method. The trainer is here in the role of 
guide and facilitator.

2.Project management can be polycentric.

3.Projects can be divided into small groups.

4.Projects should be related to real life.

5.Projects must produce a product.

6.Digital technologies and infrastructures are supporters of learners.

 In this approach, learners are expected to take responsibility, actively communicate 
with each other and work in solidarity until they design a project and implement it step 
by step. In project-based learning, learners gain skills in reasoning, critical thinking, 
problem solving, teamwork and taking responsibility for themselves. The process ends 
with project presentation and evaluation. Learners should be the center of education. 
Trainers are present in the classroom to guide learners’ cognitive and affective learning 
processes. In learner-centered education, the roles of instructor and learner change 
(Weimer, 2002). Weimer emphasized the importance of engaging learners in learning 
activities to encourage them to learn by doing. For effective learning, it is inevitable to 
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use an educational model in which learners actively participate in the process (Baxter 
& Gray, 2001). Learner-centered education methods give learners the opportunity to 
learn by being actively involved in the learning process rather than passively receiving 
information from a course (Slunt & Giancario, 2004).

Problem-Based Learning

Problem-based learning is a learning method organized within the scope of investigating, 
solving and concluding problems or scenarios. While learners take an active role in 
problem-based learning, instructors play a guiding role (Finkle & Torp, 1995).

Unlike traditional education methods, in this model the information is not 
explained to the students by the instructor. Problems are created for the learning objectives 
and students are expected to brainstorm to start the solution process for these problems. 
Learners construct the problem through brainstorming and findings and eventually reach 
the target knowledge (Şenocak & Taşkesenligil, 2005).

 Problem-Based Learning Strategies are as follows; 

● The starting point of learning is a problem in the learning objective.

● Problems should be chosen from scenarios that exist or may arise in learners’
lives.

● The knowledge that learners are expected to acquire during the education they
receive is the knowledge related to the solution of problems.

● Learning is an active process (Torp & Sage, 2002; Bridges, 1992).

Problem-Based Learning Process Steps

● Create reality-based problems

● Developing scenarios for the related problem

● Initiating the learning process and organizing educational environments

● Structuring learning processes with critical thinking

● Regular evaluation

In problem-based learning, the problems posed in the first session make the
learner feel the necessity to access the information he/she needs in case he/she faces a 
problem that he/she may encounter in his/her life. The problem should arouse curiosity, 
thanks to this curiosity, individual induction takes place and the learner’s self-learning 
process begins.

A wide range of research is used in problem-based learning. In this way, the 
information needed is accessed and used. At this point, the instructor acts as a guide on 
how to access information. 

The scenarios presented to the learner should address the learner’s needs and 
arouse curiosity. For medical education, these scenarios can be common diseases. The 
problems mentioned in the scenarios should be presented to the learner, prompting them 
to think about the reasons. In this way, the learner’s progress towards the goal to solve 
the problem keeps the desire to learn alive.
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Making the learner think about the necessity of learning the related subject, 
arousing curiosity, creating an urge to learn, brainstorming, research, problem solving 
skills can be gained (Musal et al., 2002).

In problem-based learning, the learner moves from a passive to an active role 
in the classroom. In problem-based learning, learners take responsibility for teamwork, 
collaboration and self-directed learning and gain a comprehensive working environment. 
Collaboration in the educational environment is between the instructor and the learners 
as well as among the learners themselves. Thus, they learn how to access, use and share 
information. One of the most important parameters that problem-based learning provides 
to students is collaboration. In this way, students can easily adapt to the concept of being 
a team member and working together when they enter the business environment (Kolmos 
A., 2017). In problem-based learning, the instructor is removed from the role of active 
instructor and takes on the role of facilitator or guide. They pose problems, brainstorms 
and control the reasoning process. In the problem-based learning process, the trainer 
controls the ways of accessing information and gives clues. With all these educational 
activities, it is very important that learners gain problem solving skills, access to 
information and use of information through reasoning (Şenocak & Taşkesenligil, 2005).

In addition to different disciplines, the problem-based learning education model 
is frequently used in medical education. Problem-based learning was first applied at 
Master’s University in 1969 and then became widespread in different medical faculties 
around the world. Problem-based learning was first implemented in Türkiye in 1997 at 
Dokuz Eylül University Faculty of Medicine. Today, it is applied as a hybrid in many 
medical faculties in Türkiye (Musal et al., 2008).

In medical faculties problem-based learning is an active education model based 
on a scenario that enables students to identify their needs, recall and use information 
in order to solve health problems, where the student is at the center and opens a free 
learning space for the student (Musal et al., 2008).

Problem-based learning is based on constructivism theories with multiple reasoning, 
accessing and understanding information, cognitive learning and social development 
gains (Musal et al., 2008).

Students take responsibility for their own learning, learn to learn, use information, 
questioning skills, problem solving, communication and teamwork, such as the acquisition 
of skills increases the student’s interest in learning. Implementation of problem-based 
learning in education programs in accordance with its purpose provides assimilation of 
information on different disciplines and gaining a holistic perspective. It has been found 
that this model used in medical education facilitates horizontal and vertical integration 
and has positive effects on social and ethical issues. 

Steps of Problem-Based Learning

Problem-based learning sessions start with mutual acquaintance and end with feedback 
at the end of the session. There are basic criteria that are expected to be realized during 
the session process.

First Session 

1. Start

2. Distribution and reading of the script
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3. Removing unknown words in the scenario and putting them into the learning target

4.Formulation of learning hypotheses

5. Limiting the hypotheses put forward with new information added to the scenario

6. Derivation of learning objectives

7. Feedback

Second Session:

1-Discussion of the knowledge acquired by students during independent study hours

2-Synthesizing the information learned

3-Reading the second part of the script

4-Limiting hypotheses in the light of new information expressed in the scenario

5-Identifying learning topics for the next session

6- Feedback

Third Session: 

1-Discussion of the knowledge acquired by students during independent study hours

2-Synthesizing and analyzing the information learned

3-Reading the third part of the script

4-Solving the problem, identifying the topics in the learning objectives

5-Feedback

Special Study Modules

In medical education, these are learner-centered educational activities that aim to help 
students develop independent learning skills, learn to access information, know the steps 
and applications of scientific methodology, and acquire written and oral presentation 
skills in non-medical or medical subjects of interest. Special study module applications 
are structured by faculty members. They are selected by the students.

Special study modules;

1-Improve information retrieval skills

2-Teach to use knowledge

3-Develop individual learning skills

4-Offer research opportunities in non-medical subjects outside the scope of the

national core curriculum

5-Improve self-confidence

6-Provide the opportunity to present by improving presentation skills

7-Enable peer education
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8-Help them choose a future career.

In custom study modules, subject areas are structured in various headings. Harden
has grouped the subject headings of the special study modules.

1-Medical subjects included in the core curriculum

2-Non-disease related to medicine, such as health policies, medical history and

ethics, technological developments

3-Topics related to non-medical special interests

Evaluation in special study modules is made by the relevant faculty member.

Flipped Classroom (Flipped Learning)

Technological developments have been included in our lives in many fields and rapidly 
in accordance with the conditions of our age. The accelerated effect of technological 
developments has also been felt in medical education. In this century when technology 
is used frequently and widely, educational activities and learning methods in the world 
have started to evolve in different directions. Based on this need, technological tools and 
the internet have started to be used at every stage of education.

Today, when the importance of the lifelong learning process is proven, educational 
models have also taken their place in this system. Technological processes have been 
used in education. One of the educational models put forward in this process is the 
flipped learning/flipped classroom model. 

Flipped learning was first proposed by Baker in 1982. Baker drew attention to 
the use of electronic tools to eliminate rote learning (Baker, 2000). However, he was 
preoccupied with a number of questions such as where and how the lessons would take 
place (Baker, 2011). Working on this issue, Baker planned a flipped classroom training 
and presented his presentation by measuring the effectiveness of flipped learning.

Flipped classroom education, which was only used as a concept between 1996 
and 1998, became known as a method of education in 1998 with the name “Classroom 
Flip” (Baker, 2011).

Lage, Platt and Treglia designed a similar model in 2000 and applied similar steps to 
students. They called this format “Inverted” (Lage et al., 2000).

The reversal of the classroom allows educational activities traditionally carried 
out in the classroom to be carried out outside the classroom. At the same time, the use of 
developing technological tools mediates students’ learning outside the classroom.

Flipped learning was first used by Jonathan Bergmann and Aaron Sams in a 
chemistry lesson. First of all, they videotaped the lectures in advance and sent them 
to the students, and then the chemistry lesson was followed by a warm-up activity and 
question and answer in the classroom ( Bergmann & Sams, 2012 ).

The concept of the flipped classroom can basically be explained as follows. 
Educational activities traditionally done in the classroom are done at home and homework 
is done in the classroom. So this situation looks like a flipped classroom (Bergmann & 
Sams, 2012).

In flipped classroom (flipped learning), students are asked to come to the 
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classroom ready to listen to the lecture by listening to the lecture from the training 
modules recorded electronically outside the class hours. While watching the videos, 
the questions to be asked are noted down and an interactive discussion environment is 
created with the trainer when they come to class (Bergmann & Sams, 2012).  In addition 
to discussing the topic during class hours, in-class activities can be organized to help in-
depth learning of the topic.         In the traditional classical education model, the course is 
taught in the classroom by the instructor. Students are passive listeners in the classroom. 
At the end of the lesson, students do the homework given at home on their own. Flipped 
learning is a dynamic process. It is predicted that students who come to the classroom 
ready to listen to lessons at home will be motivated to learn with active educational 
activities. 

 Flipped learning is a constructivist approach in which the student is at the center 
and plays an active role in the classroom environment. In this approach, lecture sessions 
and assignments are reversed, and students form small groups outside the classroom and 
engage in learning activities.

 Flipped classrooms are a revolution that changes the focus of education from 
lecture-based and passive listening in traditional education to active and interactive 
education with students and faculty (Kates et al., 2015). The flipped learning approach 
is based on the philosophy of constructivism (Cohen, 2016). In the constructivist 
approach, the individual constructs their  own learning by associating old knowledge 
and experiences with new information. In addition, constructivist philosophy reveals 
that the learner should actively participate in the process and construct knowledge on 
their  own (Öztaş & Talan, 2021). The flipped learning model is an educational model 
that facilitates the processing of information in an interactive environment by presenting 
the training videos prepared by the instructor about the relevant course of the curriculum 
to the students on a certain platform before the lesson, enabling the students to access 
the information outside the classroom, face to face with the instructor in the classroom 
environment. The most important component of this model is course training videos 
(Kaya, 2006).

Advantages of videos used in the flipped learning model:

•	 The learner’s ability to watch the video in advance, to rewind -the same video 
over and over again increases learning and retention.

•	 Each student’s learning speed is different. In this way, students work at their own 
learning pace.

•	 Students become more active with the videos they watch.

•	 Videos appeal to multiple senses and immersive, high-level learning takes place.

•	 The videos can be watched over and over again. 

 The flipped learning model is a learner-centered education model. The fact that 
the flipped learning model runs in parallel with the individual’s own efforts allows the 
student to follow the lessons asynchronously according to his/her own pace. Thus, in 
the flipped learning model, basic knowledge is acquired outside the classroom, and 
higher level cognitive activities such as interactive discussion, problem solving skills 
and reaching conclusions are realized in the classroom.

 In the flipped learning model, students not only learn information on their own. 
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They gain problem solving skills by cooperating with the trainer and other group mates 
during the information processing phase. Thus, they also realize their learning process 
(Bergmann & Sams, 2012).

The Flipped Learning Model’s;

Advantages for students;

•	 Students take responsibility for self-directed learning

•	 Providing a learning environment according to the student’s learning style

•	 Developing the student’s ability to question, reason and comment

•	 Providing students with prior access to the information they will use in the 
classroom

•	 The ability to access information from anywhere at any time

•	 Enabling the student to take responsibility for self-regulation activities

•	 Providing students with the opportunity for group work

•	 Students coming to class on purpose can increase motivation to learn the relevant 
subject. 

Advantages for trainers;

•	 Mentoring the trainer 

•	 Enabling the trainer to work interactively with small groups

•	 Increasing instructor-student and student -student communication and interaction.

•	 The ability of the trainer to deal with their students on an individual basis.

•	  Ability to create activities for different learners.

Disadvantages for students; 

•	 Students’ lack of technological infrastructure and personal technological devices.

•	 Difficulty in controlling whether the learner has watched the videos beforehand 

•	 Individuals who cannot learn on their own are likely to have learning difficulties 
in this process.

•	 According to Duerden (2013) , students may have difficulty in learning when 
there is no interaction with peers while learning outside the classroom.

•	 The student mislearns the information while watching the videos and does not 
realize this situation 

Disadvantages for trainers;

•	 The effort and time taken by the trainers to prepare the lecture videos in advance, 

•	 Trainers prepare activities to reinforce interactive learning in the classroom
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Clinical Case-Based Learning

Clinical Case-based learning forms the basis of many learner-centered education activities 
such as problem-based learning, flipped learning, bedside learning. Brainstorming and 
reasoning are among the basic steps in all learner-centered educational activities. 

Clinical reasoning processes in case-based learning have been identified in 
different ways. 

1- In the light of the basic knowledge of the physician, the disease history of the patient,
the disease findings, and the process that emerges in solving the related problem (Gruppen
LD, 2017).

2- It is the process in which physicians collect and monitor information about the patient
for the diagnosis and treatment of the disease and use their basic knowledge and skills to
solve the problem (Eva et al., 2007).

3-This is the process in which physicians analyze the information obtained from patient
history, examination and laboratory results, comment on the patient’s problem and
structure a treatment follow-up (Lisa et al., 2017).

Clinical reasoning -is a process that every physician must have and it is a process 
that ends with a holistic and objective evaluation of the patient or clinical problem and 
decision making. Lack or inadequacy of clinical reasoning skills of physicians can 
be considered in most of the clinical errors made in daily routine. Gaining this skill 
contributes greatly to the physician’s own safety, treatment of the patient, avoiding 
unnecessary applications or examinations and conducting his/her work in the safest 
environment.

For clinical reasoning skills, it is important to have information in a collective 
form. In this process, new learners have less information, while those who have gained 
experience organize the information they have and place the concepts in their minds. 
The basic process of organizing knowledge is accompanied by causal relationships of 
diseases and basic medical knowledge. In the next process, disease types, symptoms and 
signs and disease definitions are made. In the most advanced process, effective use of 
knowledge is seen (Higgs & Jones ,2000; Tasci  & Akdeniz ,2020).

Models of clinical reasoning

Hypothetico-deductive reasoning

Barrows & Tamblyn (1980) defined the model of medical problem solving as follows 
(Maudsley & Strivens, 2000).

1-Perceiving and interpreting the problem

2-Hypothesis generation

3-Inquiry strategies

4-Testing hypotheses by conducting research to collect data

5-Defining the problem

6-Diagnosis and/or treatment planning

In a study by Elstein (1978), it was mentioned that novices mostly use this
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approach when solving clinical problems, while more experienced people use this 
approach in cases outside their expertise or in complex cases in their field of expertise 
(Maudsley & Strivens, 2000; Coderre et al.,2003). 

Problem-based learning uses this model (Round A, 2001).

Forward and backward reasoning

Forward reasoning is reasoning that uses and analyzes data. Retrospective reasoning is 
hypothesis-driven reasoning. (Beullens et al., 2005; Hmelo et al.,1997). It is a method in 
which experts solve problems in their areas of expertise (Coderre et al., 2003). Using this 
method requires in-depth knowledge and problem solving. This method is prone to error 
if there is a lack of knowledge. Traditional medical education uses prospective reasoning 
(Arts et al., 2006).

Analytic and non-analytic reasoning

In analytical reasoning, complex facts are used, it is a method based on strategic thinking 
(Bowen, 2006). In non-analytical reasoning, the case encountered for the first time is 
compared with the cases encountered in the past. This type of clinical reasoning tends to 
be used in places where experience is high without conscious awareness with spontaneous 
behavior (Eva ,2004). It is thought that the use of analytical and non-analytical processes 
together in clinical reasoning increases problem solving success. It is said that experts 
use non-analytical reasoning, new learners and novices use analytical reasoning more 
when solving problems in clinical reasoning (Forde.1998).

Rules and case-based reasoning

 In this reasoning, diagnostic rules are used in the diagnostic process. Some of the rules 
used in diagnosis are quite specific. But rules can be applied by generalizing. In case-
based reasoning, old case knowledge is used to analyze new cases. This reasoning is 
used especially when problems are not well defined and explained (Eshach & Bitterman, 
2003).

Pattern recognition reasoning

 The similarities between the symptoms, findings and results of the previous case and the 
new case are compared. It facilitates experts to define and interpret the case. It is used in 
simple cases (Bowen ,2006).

Schema-inductive reasoning 

In the process of encountering the disease, the patient’s history, symptoms, findings and 
examination results are schematized. Schemata structured for diagnosis are preferred in 
complex clinical problems (Coderre et al., 2003).

Reasoning according to Script theory 

Schmidt et al. (1990) said that the expertise used in the clinic is related to “disease 
scripts”. A script can be defined as “a structure consisting of the characteristics of the 
disease”. The script is reconstructed in every encounter with a clinical case. This enables 
the specialist to form new hypotheses about the clinical situation (Charlin et al., 2000; 
Demirören & Palaoğlu, 2011).

In the light of this information, the importance of gaining clinical reasoning skills 
in medical education cannot be denied. In ‘Clinical Case-based learning’, which is one of 
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the learner-centered education models, learners should be directed to work with broader 
topics by investigating the relevant topics in more depth.

Conclusion

The importance of learner-centered education models in sustainable medical education 
and the superiority of their advantages over their disadvantages are obvious. It is very 
important for physician candidates to be well-equipped physicians. We believe that with 
this enriched medical education curriculum, physician candidates will be trained as 
better equipped and more self-confident physicians.
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Introduction

The World Health Organization defines traditional medicine as a set of plant, animal and 
mineral based health practices, approaches, knowledge and beliefs, spiritual therapies, 
manual techniques and exercises aimed at diagnosing and treating diseases or maintaining 
health. (Tokaç M.;2013)

The health sector is mentioned in the book titled “Health Reform” published by the 
Ministry of Health as;

Everyone who provides health services - private or public, western or traditional, licensed 
or unlicensed, including doctors, nurses, hospitals, clinics, pharmacies, village health 
workers and traditional healers. (M.J.Roberts, W.Hsiao. P.Berman, M.R. Reich;2002) It 
is thought that one of the oldest medical practices of traditional complementary medicine, 
whose history dates back to very old times, is acupuncture. It dates back 5000 years ago. 
Written approximately 4700 years ago (2597-2697 BC) during the Yellow Kingdom of 
China, the book “Huang Di Nei Jing” (Classical Internal Medicine) is known today as 
the oldest book written in the field of traditional medicine. It is said that this book was 
written before Shen Nung, who is considered the father of Chinese Medicine, regarding 
Acupuncture and Moxa (a treatment done with heat).

When looking at the term healing / rehabilitation, it can be seen that the origin of traditional 
complementary medicine dates back thousands of years, from the works of scientists 
such as Aristotle and Hippocrates to the Bible. Especially oils and plants have been used 
by people for a very long time and continue to be used. These situations can be seen in 
archaeological remains. There are various traditional treatment methods applied in the 
world, such as Chinese, Tibetan, Korean, Japanese, Indian, Unani and African medicine 
(Talhaoglu D.;2021). Traditional complementary medicine methods, whose origins date 
back to the existence of humanity, have recently become increasingly widespread in 
Türkiye, as they are everywhere else in the world. In order to investigate the effectiveness 
and reliability of these practices, conduct scientific evidence-based studies, support them 
with practices, and ensure their inclusion in traditional treatment methods, the “National 
Center for Complementary and Alternative Medicine” was established in 1991 within 
the National Institute of Health in the United States (Karahancı ON, Öztoprak ÜY, Ersoy 
M, Zeybek ÜÇ, Hayırlıdağ M. ve Örnek BN.,2015). This subject will be examined in 

Chapter 9
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more detail in the following sections.

Frequency of GETAT Use in the World and in Türkiye

The emergence and use of the Traditional and Complementary Medicine Practices view 
varies depending on the country. It has been stated that modern and traditional medicine 
are used together in approximately 90% of hospitals in China, and acupuncture is widely 
used in particular (Arslan M, Şahne BS, Şar S.,2015; Kaya, Ş., Karakuş E.R., Z., Boz, 
İ., & Özer, Z., 2020) In Ethiopia, these methods are used by the Ministry of Health, and 
80% of the local population trusts GETAT methods (21). It has been stated that 72% of 
doctors in Japan use modern and traditional medicine together and also benefit from 
Kampo medicine (Karahancı O.N.,2015). In 1991, research was started with medical 
centers established within the US National Health Institute and trainings were included in 
their programs together with Traditional and Complementary Medicine practices. These 
trainings are still given in medical schools. In Cuba, Traditional and Complementary 
Medicine practices were banned after the 1959 reform; only some practices were allowed 
in 1992; and trainings started under the institute in 1995 (Karahancı ON, Öztoprak ÜY, 
Ersoy M, Zeybek ÜÇ, Hayırlıdağ M. ve Örnek BN.,2015).

Traditional and Complementary Medicine Practices are present in every area of   health 
care in the world. The use of Complementary and Alternative Therapies is 42.1% in the 
United States, 48.2% in Australia, 49.3% in France, 70% in Canada, 70% in China, and 
80% in African countries (Özçelik, G., & Toprak, D.,2015). In studies conducted on 
Traditional and Complementary Medicine, the average annual prevalence is generally 
reported as 41.1% and the average lifetime prevalence as 51.8% (Talhaoğlu, D., 2021). 
According to the 2002-2012 National Health Interview Survey report, more than 30% 
of adults and 12% of children living in the United States adopt a health care approach 
other than traditional medicine (Clarke, T. C., Black, L. I., Stussman, B. J., Barnes, P. 
M., & Nahin, R. L., 2015). In literature reviews conducted in Türkiye, it was reported 
that the frequency of Traditional and Complementary Medicine use is higher in cancer 
patients (Kurt, S., Kahyaoğlu Süt, H., & Küçükkaya, B.,2019; Özçelik, G., & Toprak, 
D.,2015). Herbal products are among the most frequently preferred Traditional and 
Complementary Medicine practices by individuals with chronic diseases (Çakmak, S., & 
Nural, N., 2017). The reasons for the preference of herbal products are due to their long 
history of use, the influence of visual and written media, their easy accessibility and their 
natural production. In addition, the approval of the Ministry of Health or the Ministry 
of Agriculture and Rural Affairs for herbal products convinces individuals about the 
adequacy of product reliability (Çakmak, S., & Nural, N., 2017). Patients usually use 
one or more herbal products to overcome the disease, provide additional benefits to the 
treatment, and increase blood values. Other traditional and complementary medicine 
methods that are most frequently preferred besides herbal products are massage, 
nutritional changes, vitamin and mineral supplements, progressive relaxation exercises, 
and other traditional practices (Clarke, T. C., Black, L. I., Stussman, B. J., Barnes, P. M., 
& Nahin, R. L., 2015).

Acupuncture, which is thought to treat many diseases, constitutes an important part of 
traditional Chinese medicine. In different studies, acupuncture, spinal massage treatment, 
osteopathy, Reiki, and yoga are ranked first (Posadzki P, Watson LK, Alotaibi A, Ernst 
E., 2013).

(NCCAM = The National Center For Complementary and Alternative Medicine)
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has grouped complementary and alternative medicine practices under 3 headings (Tokaç 
M. 2013).

1. Natural Products (Medicinal plants, probiotics…)

2. Mind and Body Medicine (Acupuncture, Meditation…)

3. Physical Manipulation Based Applications (Osteopathy, chiroptics…)

The World Health Organization emphasizes that the concepts of “alternative-
complementary medicine” applications include non-standard health applications 
that require knowledge, experience and have different effects, while the concept of 
“traditional medicine” covers a series of treatments and applications that vary from 
country to country or region to region (Kalındemirtaş, M., 2010).

The World Health Organization (WHO) defines traditional medicine (including herbal 
medicines) as therapeutic methods that existed before the development and spread of 
modern medicine and are still used today.

History

It is thought that as long as human beings have existed on Earth, they have used plants 
for purposes such as nutrition and treatment. Herbal medicines are used as primary 
health care by 75-80% of the world population, mostly in developing countries, because 
of their cultural suitability, compatibility with the human body and fewer side effects. 
However, their use has increased in developed countries in recent years. The oldest use 
dates back 5000 years in Indian, Chinese, Egyptian, Greek, Roman and Syrian sources. 
The classical Indian scriptures Rigveda, Athervaveda, Charak Samhita and Sushruta 
Samhita are evaluated in this context. Herbal medicines and traditional medicine are 
derived from the rich traditions and scientific roots of ancient civilizations (WHO 
Traditional Medicine Strategy 2014-2023). Many conventional drugs are produced 
from plant sources; a century ago, many of the most effective drugs were plant-based. 
Examples include aspirin (from willow bark), digoxin (from foxglove), quinine (from 
cinchona bark) and morphine (from opium poppy). The development of drugs from 
plants continues as pharmaceutical companies screen plants for pharmacological effects 
on a large scale. The use of plants in treatment has gone through many different stages 
until the development of modern phytotherapy.

The main stages in the history of plant treatment:

• Emperor Shen Nung’s Pharmacopoeia

• Chinese Herbal (2800 BC) 400 herbal medicines

• Ebers Papyrus (1800 BC)

• Hippocrates (460-367 BC) 400 medicines

• Galen (131-201 AD)

• Johnson (1636) 4000 medicinal uses of plants

• Linnaeus (1751) “Philosophia Botanica”

• Withering (1785) “Account of Foxglove”
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New Stone Age (8000-5000 BC)

The transition period from Paleolithic to Neolithic can be considered as the transition 
from food gathering to food production economy. Tools were made from polished stone 
to aid farming and to clear trees. Those who lived near the lakes collected and processed 
over 200 different plants, including a considerable number of those with medicinal 
properties. These include Papaver somniferum, Sambucus ebulus, Fumaria officinalis, 
Verbana officinalis, Saponaria officinalis, Menyanthes trifoliata, etc.

Mesopotamia

The written evidence for the skills of Mesopotamian physicians is based on the 
Code of Hammurabi. This collection was not found on a tablet, but on large diorite 
blocks, consisting of various polished minerals. One of these inscriptions recommends 
the application of a dressing containing mainly sesame oil, which also acts as an 
antibacterial agent. It includes information on the use of well-known medicinal plants 
such as poppy, belladonna, mandrake senna, henbane, licorice, and mint.

China

Traditional Chinese medicine is one of the most important examples of how 
ancient knowledge and experience is applied to the holistic approach of today’s 
healthcare. Traditional Chinese Medicine has a history of over 3000 years. Although 
acupuncture is recognized in the West as a part of Traditional Chinese Medicine, herbal 
medicine is a large part of Traditional Chinese Medicine that is lesser known and has 
many misconceptions about it. The substances used in Traditional Chinese Medicine 
are often referred to as Chinese herbal medicines. However, it is known that this is not 
technically correct. Some of the substances used are not obtained from plants but also 
from animals and minerals. Although this is known, this term is generally accepted.

The written history of Chinese materia medica dates back to the Eastern Han 
Dynasty (25-220 AD) when the first book on materia medica, “Shen Nong” Ben Cao 
Jing (The Holy Farmer’s Classic of Materia Medica), appeared. This book is also known 
as the “Classic of Materia Medica”, “The Canon of Materia Medica” or Shen-nog’s 
“Herbal Classic”. It was compiled under the pseudonym of Shen-nong, the Holy Farmer, 
in the second century. Although there are many pharmacopoeias and monographs on 
specific plants that are cumulatively and methodically collected herbal knowledge, the 
earliest known herbal text is the “Classic of Herbal Medicine” by the Holy Farmer, 
compiled in China 2,000 years ago. The book contains 365 records, one for each day 
of the year. These records include botanical (252 records), zoological (67 records) and 
mineral (45 records). The literature developed throughout the dynasty with the addition 
of new drugs, re-evaluation of known drugs and addition of new uses. These include 
the first Chinese pharmacopoeia compiled by the state, the “Xin Xiu Ben Cao” (New 
Revised Materi Medica) and the world-famous classic “Ben Cao Gang Mu” (Detailed 
Compendium of Materia Medica). This tradition has continued until the present day with 
the publication of a 25-year project under the title “Zhong Yao Da Ci Dian” (Encyclopedia 
of Traditional Chinese Medicines) in 1977. It contains 5,767 records, consisting of 4,733 
products from plants, 740 from animals, 82 from minerals and 172 from these sources.

Egypt

Proving that plants were used for therapeutic purposes, the 1st century BC. The Ebers 
Papyrus, dating back to 1600 BC, was found in 1873. In the second century AD, Clement 
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Alexander was sure that the Egyptians had compiled all their knowledge in 42 secret 
books, six of which contained medical information. Despite this and the ancient writers, 
views on the history of medicine remained unchanged for a long time. The traditional 
view focused on Hippocratic and Greek influences. In the 19th century, Egyptologists 
began to find papyruses containing medical information. The first medical papyrus was 
published by Georg Ebers in 1875. The Eber papyrus was a 20.23-meter-long, 108-column 
inscription. It dates back to the reign of Amenophis I (1536 BC). This papyrus has been 
translated and published by many researchers. According to Grundriss, it contains 
complexly organized medical advice, indicating that it was compiled from different 
sources. The Ebers papyrus contains prescriptions for various diseases, illnesses and 
ailments, grouped together. Almost all groups begin with the phrase “beginning here” 
and are used many times. But they are often different and unorganized. The papyrus 
author(s) were probably physicians. The inscription discusses the secrets of medicine. 
Herodotus wrote that Egyptian physicians were experts in their field, which is confirmed 
by the Ebers papyrus.

India

Very little is known about ancient Indian medicine and pharmacy. Archaeological evidence 
shows that the Indians settled down around 2500 BC. Their cities had meticulously 
equipped systems for hygiene and cleanliness. All of this suggests a concern for health. 
Later, with the Aryan invasion of India, the Vedic era began around 1500 BC. (19) The 
Rigveda Samhita text deals with topics such as the origin of the universe and the divine 
nature, and contains hymns for humans, animals and plants. The term Ayurveda is used 
in the old versions of the Ramayana and Mahābhārata and in the Atharvaveda. Suśruta is 
praised for his pioneering work in the field of surgery.

Ayurveda, the study of internal medicine, is in the following order:

Brahmā → Daksa → Prajāpati → Aśivinau → Indra → Caraka.

Suśrutasamhitā, on the other hand, deals with surgical medicine in general and progressed 
in the following order:

Indra → Dhanvantari → Suśruta → Caraka → Suśruta

They were both medical doctors and pharmacists and studied more than 1000 plants. 
Ayurveda was used by researchers for medical purposes. It eventually spread to Asia 
with the spread of Buddhism. In Ayurvedic medicine, herbal mixtures in the Indian 
subcontinent contain lead and other heavy metals that can cause poisoning. For this 
reason, some practices that have been shown to have side effects in the light of modern 
scientific developments in treatment with plants and minerals have been abandoned.

Rome

The source of known ancient Greek medical knowledge and ancient Greek medical 
practices is Homer. The Iliad and the Odyssey, two epic poems dating back to the 8th 
century BC, are attributed to Homer. Of these two works, the Iliad contains information 
on wound treatment and care. Beyond describing wounds, Homer also describes the 
care given to a wounded warrior. Generally speaking, medical care is more about the 
comfort of the wounded person than the treatment of the wound itself. There were a few 
warriors who were masters of the art of bandaging and healing with herbal medicine. 
Machaon, the son of the legendary healer Asclepius, who was later deified, was among 
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these doctors. When Machaon was wounded, he was treated with a cup of mulled wine 
sprinkled with grated goat cheese and barley.

Arabia

The Spanish Muslims made the greatest contribution to botany, and some are known as 
the best botanists of the Middle Ages. They were careful observers and discovered the 
sexual differences of plants such as palm and hemp. They traveled in the mountains, 
along the seashores and in distant lands on a mission to search for botanical plants. 
They classified plants as those grown from seeds, those grown from seedlings and those 
growing in the wild. The modern use of Arab botanical medicine has historical roots 
in ancient Arab medicine. Arab herbalists, pharmacologists, chemists and physicians 
adopted ancient medical practices originating in Mesopotamia, Greece, Rome, Persia 
and India. Many medical discoveries, such as the discovery of the immune system, the 
recognition of microbiology, and the separation of medicine from pharmacology, were 
made by Arab physicians.

Legal Status of Traditional Medicine and Complementary/Alternative Medicine:

 Status in the World:

A Worldwide Review, in its study; medical providers and practices are generally defined 
as traditional, complementary/alternative or allopathic. “Provider” and “practitioner” are 
used interchangeably. In a few cases, especially in the European part, the term “non-
allopathic physician” is used to refer to medical practitioners who are not allopathic 
practitioners or who are allopathic providers but are not physicians.

Allopathic medicine

In this document, allopathic medicine refers to the broad category of medical practice 
sometimes referred to as Western medicine, biomedical medicine, scientific medicine, 
or modern medicine. This term is used for convenience only and does not refer to the 
principles of treatment of any form of medicine described in this document.

Complementary/Alternative medicine,

The terms “complementary medicine” and “alternative medicine” are used interchangeably 
with “conventional medicine” in some countries. Complementary/alternative medicine 
generally refers to conventional medicine practiced in a country but not part of the 
country’s own traditions. As the terms “complementary” and “alternative” suggest, 
they are sometimes used to refer to health care services that are considered to be in 
addition to allopathic medicine… In some countries, the legal status of complementary/
alternative medicine is equivalent to that of allopathic medicine, with many practitioners 
certified in both complementary/alternative medicine and allopathic medicine, and for 
many patients, a complementary/alternative practitioner is the primary care provider. 
Herbal preparations and products Herbal preparations are produced by subjecting plant 
materials to extraction, fractionation, purification, concentration or other physical 
or biological processes. They may be produced for immediate consumption or as the 
basis of herbal products. Herbal products may contain excipients or inert ingredients in 
addition to the active ingredients. They are usually produced in larger quantities for retail 
sale (General Guidelines for Methodologies on Research and Evaluation of Traditional 
Medicine,2000).
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Traditional medicine

Traditional medicine includes a variety of health practices, approaches, knowledge, and 
beliefs that include plant, animal, and/or mineral-based medicines; spiritual therapies; 
manual techniques; and exercises applied alone or in combination to maintain well-
being and to treat, diagnose, or prevent disease.

The comprehensiveness of the term “traditional medicine” and the wide range of practices 
it encompasses make it difficult to define or describe, especially in a global context. In 
most cases, however, a medical system is referred to as “traditional” when practiced 
in its country of origin.( Legal Status of Traditional Medicine and Complementary/
Alternative Medicine, 2001)

In the early 2000s, the World Health Organization, seeing the developing issue of 
getat, made a decision that there is no doubt that the Guidelines will achieve the aim of 
improving the quality and value of research in traditional medicine. It is envisaged that 
the Guidelines will be revised again in the near future in parallel with the developments 
in research in the field of traditional medicine.

The World Health Organization has not remained indifferent to these developments 
worldwide and has prepared some decisions and strategic plans. It has made various 
decisions on this subject. According to the World Health Organization, Traditional 
Medicine (TM) is either a mainstay of health care delivery worldwide or serves as a 
complement. In some countries, traditional medicine or non-traditional medicine may 
be referred to as complementary medicine (CM). The WHA resolution on Traditional 
Medicine (WHA62.13), adopted in 2009, requested the Director-General of the World 
Health Organization to update the World Health Organization Traditional Medicine 
Strategy 2002-2005 based on the progress of countries and the new challenges that exist 
in the field of traditional medicine. (WHO Traditional Medicine Strategy 2014-2023)

If we examine the issue from the United States, when the term “alternative medicine” 
was mentioned in the 1980s in the USA, the first person who came to mind was Dr. 
Andrew Thomas Weil (1942- ). The fact that Time magazine, which covered the GETAT 
issue on May 12, 1997, chose Dr. Weil as its cover image is an example of his influence 
in his country. Dr. Weil made significant contributions to the acceptance of “alternative” 
medicine by academic medicine. On the one hand, he tried to inform the public with 
his books, his own web page and a small monthly newsletter, and on the other hand, he 
gave importance to the efforts to establish the subject of GETAT on an academic basis. 
The two-year postgraduate training program on GETAT, which he founded and directed 
at the University of Arizona School of Medicine, was the first of its kind. Dr. Weil was 
also the originator and founder of the Consortium of Academic Centers for Integrative 
Medicine. In 2001, at least 75 of the 125 medical schools in the United States offered 
some form of complementary medicine training. The exception was the University of 
Maryland School of Medicine in Baltimore, which included a research institute for 
integrative medicine.

The prevalence of complementary/alternative medicine use in the United States ranges 
from 9% to 65%. Even for a relatively specific treatment such as chiropractic, significant 
inconsistencies have emerged in the use and treatment used in the United States. The data 
evaluated show that complementary/alternative therapies are frequently and increasingly 
used. In complementary/alternative medicine surveys, the prevalence of use appears to 
be dependent on uncontrollable factors. Although the true prevalence of complementary/
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alternative medicine use in the general population in the United States has increased, the 
true rate of use remains uncertain. (Arslan ve ark., 2016)

The Situation in Türkiye

 In Türkiye, regarding traditional and complementary methods, the first “Acupuncture 
Treatment Regulation” was published on May 29, 1991, regarding acupuncture. This was 
followed by the “Regulation on Private Healthcare Institutions Applying Acupuncture 
Treatment and the Application of This Treatment”, which was published in the Official 
Gazette dated September 17, 2002 and numbered 24879 and entered into force. In 
addition, within the framework of the Ministry of Health Certified Education Regulation, 
which was published in the Official Gazette dated 21.08.2010 and numbered 27679, and 
entered into force, in order to ensure the education and competence of physicians who 
will apply phytotherapy treatment in Türkiye, the “Phytotherapy Certificate Education 
Program Standards for Physicians” entered into force with the Ministry Approval dated 
04.01.2011 and numbered 55.

In the Decree Law No. 663 on the Organization and Duties of the Ministry of Health and 
its Affiliated Institutions, which was published in the Official Gazette dated 02.11.2012 
and entered into force, “Making regulations regarding traditional, complementary and 
alternative medical practices” was included among the duties of the General Directorate 
of Health Services, and “Traditional herbal medicinal products and homeopathic 
medicinal products” was listed among the duties of the Turkish Medicines and Medical 
Devices Agency.

In 2012, the “Traditional and Complementary Medicine Practices Department” was 
established based on the Additional Article 13 of Law No. 1219 on the Practice of 
Medicine and Branches of Medicine and Article 8 (ğ) of Law No. 663. The duties of this 
institution are to regulate traditional, complementary and alternative medicine practices, 
to permit and supervise all kinds of practices to be carried out with a health declaration, 
and to stop activities and promotions that are contrary to regulations and permits (Official 
Gazette, 2012).

In Türkiye, with the regulation published in the official gazette No. 29158 on 27.10.2014, 
early action was taken and studies were initiated in order for traditional complementary 
medicine to develop in Türkiye. The subject has also found an echo among physicians 
and an extraordinary number of physicians have applied to the training and received 
training. The said Department has published the “Traditional and Complementary 
Medicine Practices Regulation” in the official gazette dated 27.10.2014 and numbered 
29158 and entered into force. In this regulation;

Acupuncture

Apitherapy

Phytotherapy

Hypnosis

Leech Application

Homeopathy

Chiropractic
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Cup Application

Larva Application

Mesotherapy

Prolotherapy

Osteopathy

Ozone Application

Reflexology

Music therapy are shown as possible applications. (Tokaç M., 2013)

Public and private health institutions are defined as “application units”, university 
hospitals and training and research hospitals are defined as “application centers”. It has 
been decided that training will be provided only in application centers with the approval 
of the Ministry of Health (Official Gazette No. 29158 dated 27.10.2014).

The concept of medicine based on response rather than evidence is becoming more 
attractive among the public and the application to traditional and complementary 
medicine methods has increased. People have now started to resort to these methods 
for every health problem they think will not go away. The most fundamental problem 
with traditional and complementary treatment methods is that the advocates of each 
application are generally unable to substantiate their explanations with scientific data 
in a way that would convince the advocates of positive science. However, the fact that 
these applications have not yet been proven should not lead to the conclusion that they 
are wrong and their existence should not be denied. In fact, the Ministry of Health has 
regulated some traditional and complementary treatment methods with the “Traditional 
and Complementary Medical Practices Regulation” it has published, thus providing a 
legal basis for the relevant treatment methods. However, although the relevant regulation 
is a positive step in terms of preventing the abuse of traditional and complementary 
treatment methods by uneducated and unauthorized individuals, it contains deficient 
provisions in terms of law. Because the relevant regulation does not include special 
conditions required for the methods to be applied to be considered lawful, nor special 
provisions regarding the legal responsibilities of the implementers. (8 Arpacı, Özge, 
2021)

Since 2014, certified training programs have been organized on the subject of GETAT 
and training is provided to physicians and dentists who are interested in the subject. 
In addition to these trainings, clinics, units, and application centers opened in public 
hospitals and the private sector have increased rapidly. Getat applications were not 
accepted by a large portion of physicians at first. As a result of the spread of GETAT 
applications and the successful results obtained in patients in recent years, it has started 
to become one of the departments/units to which physicians who did not previously 
adopt GETAT applications are directed. Moreover, these units provide services in state 
hospitals by charging according to the “Public Price Tariff” and the fees are not covered 
by the Social Security Institution. This situation also causes people with limited financial 
means not to prefer them.

However, we evaluate the increase in the use of traditional complementary medicine 
methods by patients only according to applications and demands. Studies that can 
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scientifically demonstrate these have not yet been conducted in Türkiye.

Conclusion

GETAT is a new concept in medical faculties in Türkiye.

The congresses and workshops to be organized should be organized within the university 
and the ministry. Participation in organizations to be held through municipalities and 
civil society organizations does not go beyond just informing the public, and those who 
participate in those organizations are not academic staff anyway.

GETAT Department should be within the Institute, but also within the Dean’s Office in 
ministry and university hospitals, and permanent staff should be created. Not only the 
Ministry of Health, but also the Council of Higher Education should take action on this 
issue. For example; There is still no GETAT button in the DBS system and keywords such 
as Acupuncture, Phytotherapy, Prolotherapy etc. in associate professorship applications. 
This prevents academic staff who have academic studies in this field from conducting 
scientific studies.

Among the things that can be done in order to prevent unwanted activities in the field 
of complementary and traditional medicine in Türkiye; These may include conducting 
studies and making efforts in universities to examine complementary treatment methods 
at an academic level and to reflect them in practice, establishing relevant branches of 
science, developing clinical practices integrated with relevant fields, initiating national 
training programs for the public and physicians, supporting academic studies to be 
conducted in this field in line with ethical criteria, and announcing methods that can be 
applied in various diseases and in the field of complementary medicine, good practice 
standards for physicians, guidelines and new information supported and updated by the 
boards, for the public and physicians, via the internet, social media and web pages to be 
established. (Official Gazette. (1991 Publication No:2088, 1991). Due to the education 
authority granted by the Ministry only to university hospitals, it sees these units affiliated 
to the university rectorate as application research centers that only provide financial 
gain, and this situation harms the development of Getat rather than benefits it.

GETAT titles should be given as independent courses in medical faculties or added to 
course content. In addition, elective rotation opportunities should be provided for clinical 
students and assistants.

Unfortunately,

As long as the permanent staff and performance status of the group of doctors who want 
to work in these areas, which already have very few trainers, are not improved, expecting 
these centers to develop is nothing more than a dream. This situation will only allow 
places that operate illegally and solely for financial gain to mushroom.

The responsible directors sought for the centers are only mentioned by the rectorate, 
and competence is not sought in their appointments. In this case, it causes only those 
who have certificates but do not practice to be made directors. With this practice, it 
invites only those who want to extend their certificate period but work here without any 
academic activity. As long as the centers within the university are not within the faculty 
of medicine and no academic activity report is requested, this will continue.

GETAT employees are already few in number. These people work with extraordinary 
efforts, trying to help their patients and make scientific publications. There are many 
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demotivating factors for these people.

Medical anthropology determines what and how we believe, and culture and history 
shape the language in which medicine can be understood. Medical practice must take 
into account the cultural structure and beliefs of the society. (Good, B.J., 2003) This 
situation has become undeniable in Türkiye. In this case, instead of determining the 
criteria for choosing the application methods of traditional and complementary medicine 
and thus ensuring compliance with ethical rules, it is very painful to still be discussing 
getat.

However, if the above-mentioned are implemented, application and research opportunities 
will be found and scientific evidence will be presented. Thus, GETAT will be able to 
work based on scientific foundations and its ethical rules will be clear. Gradually, by 
integrating with modern medicine, its application areas, limits and methods, guides will 
be expanded and by working in an integrated manner with modern medicine, it will be 
able to reach the place it deserves in Türkiye.
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Introduction

The inflammatory response, which is a defense mechanism, is the body’s response to 
tissue damage caused by infection and harmful stimuli. The inflammatory response is 
an evolved defense mechanism in organisms to localize and eliminate harmful agents 
and damaged tissue components. The response occurs as a result of changes in blood 
flow, increased permeability of blood vessels, and extravasation of fluid, protein, and 
leukocytes from the circulation to the inflamed area.

When we look at the pathogenesis of cancer, it has been found that problems develop 
in the following steps; induction of chromosomal instability, epigenetic changes and 
inappropriate gene expression, increased cell proliferation, escape from apoptosis, 
formation of new blood vessels, basement membrane invasion, initiation of metastasis. 

Nutritional problems during cancer treatment can be: taste and smell changes; cachexia; 
constipation; nausea-vomiting and dry mouth.

Phytotherapeutic plants that have anti-inflammatory effects and are used in the 
treatment of cancer for anti-inflammatory purposes are as follows: common barberry 
(berberis vulgaris), boswellia serrata, aloe vera (A. arborescens), amla (phyllanthus sp), 
ashwagandha (withania somnifera), calendula officinalis, turmeric, green tea, silybum 
marianum.

The hypoxic microenvironment allows cells to return to a primitive/blastic form’ and 
triggers proliferation. The existence of ‘’hypoxic cells’’ in human tumors has been 
indirectly proven for the last 20 years. It is known that the presence of cells resistant to 
radiation due to tissue hypoxia is known in experimental animal tumors, and radiotherapy 
and anemia are important poor prognostic factors.

Since cancer cells cannot survive in an oxygen-rich environment, it has been determined 
that if sufficient oxygen is provided, this frenzy of glucose fermentation stops, the 
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nutrition of the tumor tissue is disrupted and the tumor cells die.

Ozone increases chemo-radiosensitivity by increasing oxygenation. Thus, it increases the 
effectiveness of chemoradiotherapy and reduces side effects such as fibrosis formation 
and polyneuropathy in the long term. 

Cancer treatment should be multifaceted, and etiologic factors should include tissue 
oxygenation disorders, ascites, toxicity and complementary methods that should be 
used to eliminate them. Only in this way, with a multidisciplinary approach, can we 
put forward the right approach to cancer, which we call the king of diseases. What we 
learn about cancer every day, what causes it, self-confidence, lifelong diseases, genetic 
predispositions, environmental factors that affect DNA epigenetically are the issues 
that need to be emphasized more. In addition, tissue pH, acid-base changes, oxidation-
reduction pathways and biochemical (functional) biochemistry should also be examined. 
At this point, the importance of traditional complementary medicine methods draws 
more attention. When we look at the clinics and practices that have achieved high 
success in cancer treatment, we see that there are centers and practitioners who know 
how to use GETAT (Turkish abbreviation for Traditional and Complementary Medicine) 
methods well (it is necessary to realize what is needed at which stage of treatment 
and to combine appropriate methods with treatment in appropriate indications). This 
combination increases the success of the treatment, for example, the application of 
special supplements in immune system declines between chemotherapies, chronic fatigue 
(vitamin C, glutathione supplements, the use of ozone therapy in - correct doses, dealing 
with neutropenia with appropriate phytotherapeutic agents, eliminating mucositis, 
ensuring the patient’s nutritional sustainability and thus strengthening the already low 
immunity is essential). When complementary therapies are given by practitioners who 
have received the right training, who can choose the right patient and the right application 
at the right dose, these therapies do not conflict with conventional therapies, but support 
each other and maximize the efficiency of the treatment. 

With this book chapter, we aim to eliminate the side effects of toxic chemotherapy drugs, 
solve personal problems, ensure treatment sustainability and position phytotherapy 
and ozone therapy, which are traditional treatment methods applied in addition to 
conventional treatments of cancer, which is one of the biggest health problems and one 
of the most common causes of death today. For this purpose, we want to develop a 
new perspective on cancer treatment by increasing the inclusion of traditional treatment 
methods in the treatment algorithm, which are not emphasized in conventional medical 
treatments, but which patients and their relatives learn by researching the treatments of 
previously treated cancer patients. 

Cancer and Inflammation Dilemma 

The inflammatory response, which is a defense mechanism, is the body’s response to 
tissue damage caused by infection and harmful stimuli. The inflammatory response is 
an evolved defense mechanism in organisms to localize and eliminate harmful agents 
and damaged tissue components. The response occurs as a result of changes in blood 
flow, increased permeability of blood vessels, and extravasation of fluid, protein, and 
leukocytes from the circulation to the inflamed area.

Acute inflammation lasting a few days, which has a beneficial role against infection 
and injury, followed by a rapid healing phase, and while the repair of damaged tissues 
occurs, inadequate resolution of inflammation and uncontrolled inflammatory reactions, 
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persistent pathogen infection, autoimmune diseases, cardiovascular diseases, diabetes, 
obesity, neurodegenerative diseases. A long-term response called chronic inflammation 
occurs, which is the culprit underlying many pathological conditions, including cancer, 
which is often defined as a wound that does not heal (Balkwill & Mantovani, 2001; 
Itzkowitz & Yio, 2004). 

The longer the inflammation lasts, the higher the risks. Chronic inflammation is long-
lasting and persists for years. Chronic inflammation is associated with long-term cell/
tissue injuries, invasion, and damage-induced neoplasia. This event initiates DNA 
damage and cancer (Greten & Grivennikov, 2019). Infections such as hepatitis B and C 
are blamed for 20% of cancers (Balkwill & Mantovani, 2012). 

Celsus, the Roman medical historian, described four basic symptoms of inflammation; 
redness (rubor), heat (calor), pain (dolor). In the 19th century, Virchow added that the 
affected body part loses its function due to pain and inability to use it.

In 1863, Virchow established a connection between inflammation and cancer with the 
presence of leukocytes around neoplastic tissues. The ‘’lymphoreticular infiltrate’’ in 
areas of chronic inflammation reflected the origin of cancer (Balkwill & Mantovani, 
2001).

As a result of many epidemiological and clinical studies conducted later, it was shown 
that malignancies occur with chronic inflammation (Coussens & Werb, 2002; Hussain 
et al., 2003). 

Inflammations (gastritis, chronic hepatitis, cholecystitis, prostatitis, pancreatitis) occur 
in the stomach, liver, gallbladder, prostate, and pancreas in tissues damaged by chronic 
inflammation (Shacter & Weitzman, 2002; Hussain et al., 2003; Philpott & Ferguson, 
2004). 

The fact that inflammatory bowel diseases are the basis of diseases such as Crohn’s 
disease and ulcerative colitis and that response to anti-inflammatory treatment supports 
this relationship (Itzkowitz & Yio, 2004; Eaden et al., 2000). 

Although chronic inflammation is present in 25% of cancers, the genetic and epigenetic 
changes caused by inflammation significantly increase its contribution to cancer (Hussain 
& Harris, 2007). 

When inflammation becomes chronic, it collapses the body’s normal immune system. 
This process provides a favorable environment for the development of cancerous cells. 
Many signaling pathways that play a key role in the formation of epigenetic changes inside 
and outside the cell are activated. The transformation of a normal cell into a neoplasm 
is a very gradual process (Busuttil et al., 2014). Chronic inflammatory conditions in the 
microenvironment around the cell (chronic environmental pollutants, tobacco, alcohol, 
cigarettes, obesity, stress, foods, viruses, bacteria) can affect the steps leading to this tumor 
(Negus et al., 1997). By creating new blood vessels through inflammatory angiogenesis, 
the existing vascular structure changes, thus facilitating tumor development (Mantovani 
et al., 1992). 

Chronic inflammation plays an important role in the initiation and progression of 
carcinogenesis from a molecular perspective.

1.Induction of chromosomal instability
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2.Epigenetic changes and inappropriate gene expression

3.Increased cell proliferation

4.Escape from apoptosis

5.Formation of new blood vessels

6.Basement membrane invasion

7.Initiation of metastasis (Kundu & Surh, 2008; Sarasin, 1999). 

3.Nutritional Problems And Solutions During Cancer Treatment 

Taste and Smell Changes 

The most common taste and smell changes during cancer treatment also affect appetite, 
they start 2-3 weeks after the start of treatment and continue throughout the treatment 
(Buttiron et al., 2023). In these cases, when there is a bitter-metallic taste in the mouth, 
porcelain-glass spoons can be preferred instead of metal spoons, teeth brushing can be 
tried before meals, since hot applications increase the smell, food at room temperature 
can be preferred.

Cachexia 

Cancer cachexia is defined as a 5% weight loss in the last 6 months before diagnosis, 
or a BMI of 20kg/m2 or a 2% weight loss; it appears as an involuntary loss of muscle 
and fat in cancer patients (Clamon et al., 2022; Talbert & Guttridge, 2022) and the rate 
of occurrence increases to 80% in patients with stomach and pancreatic cancer, and the 
stage of the tumor is also effective (Peixoto da Silva et al., 2020). 

Chemotherapy itself also causes muscle mass loss; because chemotherapeutics are 
procachectic. Patients should eat small amounts and frequently, and liquid foods that 
provide early stomach fullness should be given between meals, not before.

Constipation 

The most common cause of constipation during cancer treatment is opioid treatment used 
in pain treatment, and another cause is chemotherapy. In order to prevent constipation, 
fibrous foods should be preferred, fluid intake and physical activity should be increased, 
and apricot-red plum-fig marmalade should be used on an empty stomach. Toilet habits 
should be established and strong tea and coffee should be avoided.

Nausea-vomiting 

The most common cause of nausea and vomiting during cancer treatment is that 
chemotherapeutics activate the vomiting center and increase salivary gland secretion, 
and can be seen in patients throughout treatment (Zhang & Ying, 2022). It can be 
prevented by consuming small amounts of food frequently, consuming liquids between 
meals, chewing ice, and consuming oil-free, odorless, and salty foods.

Dry Mouth 

Radiotherapy and chemotherapy taken to this area in head and neck cancers can affect 
the salivary glands (Brewczyński et al.,2020). It is recommended that the patient increase 
fluid consumption by constantly carrying water with them, clean their mouth frequently, 
stay away from smoking and alcohol, and use pilocarpine-containing supplements.
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Medicinal Plants in Cancer 

Common Barberry  Plant (Berberis vulgaris) 

In a randomized double-blind controlled study, 85 patients diagnosed with benign breast 
disease were divided into 2 groups; one group (n=44) was given 480ml berberis vulgaris 
extract per day and the other control-placebo group (n=41) was given a similar extract. 
When IGF-1 values were compared in plasma blood with ELISA method at the beginning 
and after 8 weeks; a 16% decrease was seen in the values of the berberis water group. 
A 37% decrease was also detected in the IGF-1/IGFBP-1 ratio. At the end of 8 weeks, 
PPAR-gamma and VEGF values also showed a significant decrease compared to the 
placebo group.

In another double-blind placebo controlled study, 0.3gr berberine was given twice a day 
to patients aged 18-75 who had undergone polypectomy in the last 6 months and whose 
diagnosis was confirmed histopathologically with colorectal adenoma. According to the 
complete analysis set, 429 people were evaluated in the berberine group (n=553) and 
462 people in the placebo group. The recurrent adenoma detection rate during follow-up 
was 47% in the placebo group and 36% in the berberine group. No serious side effects 
were observed in the study, in which no colorectal cancer was observed during follow-
up, and it was stated that a dose of 0.3 gr berberine taken twice a day is effective in 
reducing the risk of colorectal adenoma and is even a good option for chemoprophylaxis 
after adenectomy (Kashyap et al., 2022). 

Boswellia Serrata  

A randomized clinical trial has shown that the application of 2% boswellia cream twice a 
day after the procedure and before going to bed to alleviate the side effects of radiotherapy 
in patients receiving breast cancer treatment was better tolerated than steroid creams and 
reduced the use of steroid creams (Akbulut, 2017).

A supplement consisting of alpha-lipoic acid-boswellia serrata-methylsulfonylmethane 
and bromelain was given once a day to patients with arthralgia (n=53), which can be 
a significant reason for drug withdrawal in perimenopausal patients using aromatase 
inhibitors. It was observed that the supplement was well tolerated and there was no 
toxicity. It was observed that the VAS scores of 5 patients completely passed after 6 
months of use and that it decreased significantly in the other patients (Akbulut, 2019).

A prospective randomized controlled study in which 44 patients with primary and 
secondary brain tumors were given 4200mg/day boswellia, a 75% decrease in brain 
edema was observed after treatment. Only 6 patients experienced mild GI discomfort, 
but no side effects were shown on quality of life or cognitive functions. It has been 
reported that this type of brain edema can reduce steroid use in patients (Devericks et 
al., 2022). 

In a clinical study, phytosome-based boswellic acid extract was used against brain edema 
formation caused by chemoradiotherapy in 20 glioblastoma multiforme patients who 
had previously undergone surgery and chemoradiotherapy but had relapsed (4500 gr for 
34 weeks) and was evaluated at 4, 12, 22, 34th weeks post-op; edema decreased in some 
patients and increasing stability was observed. A significant decrease in brain edema was 
observed in 2 patients, which positively affected surgical success. In addition, a significant 
decrease or even a decrease in steroid doses was observed in a significant number of 
patients. As a result, quality of life and psychological status were preserved. The positive 
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effects of boswellia use include reduction in brain edema, limiting dexamethasone use, 
reducing the frequency of steroid side effects, and increasing the chance of near-complete 
resection during surgery (Arafat et al., 2023). 

Aloe Vera (A. Arborescens) 

Metastatic 240 solid tumor patients were studied with chemotherapy alone and aloe 
vera in addition to chemotherapy; lung cancer patients (cisplatin-etoposide-vinorelbine), 
colorectal cancer patients (oxaliplatin-5 fluorouracil-), stomach cancer patients (5-FU) 
and pancreatic cancer patients (gemcitabine) were given aloe vera 10 ml 3 times a day. 
It was observed that tumor regression was higher, disease control percentages increased 
and 3-year survival rates were higher in patients who received aloe vera in addition to 
treatment (He et al., 2021). 

A clinical study was conducted by giving aloe vera simultaneously to patients with 
advanced solid tumors who did not have an effective standard anticancer treatment. 50 
patients (GIS CA, breast CA, lung CA, brain TM) were included; one group received 
20 mg oral melatonin alone, while the other group received 1 ml aloe vera twice a day 
in addition to melatonin. Partial response was obtained in 2 patients in the combined 
treatment group, while no response was obtained in the other group. (24/2) Stability 
was achieved in 7 patients (24/7). In this study, the rate of patients who did not show 
progression was found to be high in those who received the combined treatment. The 
1-year survival rate was also found to be significantly high. Both treatments were well 
tolerated. It has been reported that this combination treatment may provide therapeutic 
benefits in stabilizing the disease and increasing survival in patients for whom no other 
effective standard treatment is available (Melnik et al., 2023). 

A multicenter randomized double-blind study conducted with 120 patients was performed 
simultaneously with aloe vera gel (87.4% waterborne) in patients with head and neck 
cancer receiving chemoradiation treatment. It was observed that RISRAS scores were 
lower in those receiving aloe vera treatment at week 7, and moderate redness and peeling 
cases were significantly reduced with topical application (Gariboldi et al., 2023). 

Another important problem in those receiving cancer treatment is oral mucositis. Aloe 
vera was given to one of the 26 children aged 3-6 with ALL diagnosis, and 5% sodium 
bicarbonate was given to the other group, and it was observed that CIOM degrees were 
milder in the aloe vera group. CIOM formation was earlier in the other group, thus it 
was shown that aloe vera solution was effective in preventing CIOM formation (Pejčić 
et al., 2023). 

20 colorectal cancer patients receiving radiotherapy were treated with 1 g aloe vera (3%) 
twice daily for 6 weeks and the other with placebo ointment. Significant improvement 
in the pre-treatment comparison of the diarrhea index, improvement in lifestyle scores, 
decrease in depression scores, decrease in quantitative CRP, and decrease in acute 
radiation proctitis were observed (Sun et al., 2020). 

Benzydamine gargle efficacy study also found aloe vera gargle to be as effective as 
benzydamine in reducing the severity of mucositis in patients with head and neck cancer 
(Chen et al., 2023). 

Acute radiation-induced proctitis studies have shown that aloe vera has a significant 
preventive effect on diarrhea, rectal bleeding, and stool urgency symptom scores. The 
mean lifestyle score improved significantly during radiotherapy with aloe vera. CRP 
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levels decreased, and aloe vera topical ointment was shown to be effective in preventing 
acute radiation proctitis symptoms seen during radiotherapy in pelvic cancers (Mason & 
Thompson, 2014). 

Aloe vera gel has not been shown to provide adequate protection against radiation 
dermatitis (Sofi et al., 2018). A study conducted on 240 metastatic solid tumor patients 
showed that the use of 10 ml of aloe vera three times a day in addition to chemotherapy 
increased the 3-year survival rate (Chang et al., 2019). 

Amla (Phyllanthus Sp)  

In a randomized double-blind study in which 79 hepatitis carriers participated, one group 
(n=40) was given 200 mg powdered frankincense 3 times a day, and the other group 
(n=39) was given placebo lactose for 30 days. When they were followed for 9 months; 
on the 30th day, 59% (n=23) of the participants became negative, while only 4% of the 
placebo group had HBsAg (-). Negativity continued throughout the follow-up period. 
13 of the 14 positive patients who carried HBsAg but did not carry HBeAg became 
negative, while only 5 of the 17 people who were both positive for HBsAg and HBeAg 
lost their surface antigen. None of these participants had surface antigens again. No signs 
of toxicity were seen in any treated patient (Mullie et al., 2016). 

A total of 102 cirrhotic patients (with positive elisa test or nodules) were included in a 
study in which Phyllanthus urinaria-CPUL (Active Compound Phyllanthus Urinaria) 
was applied to one group (n=52) for 3 years while the other group (n=50) was not given 
anything. When the development of hepatocarcinogenesis (HCC) was examined; only 
2 people in the treatment group developed carcinogenesis while 9 people in the control 
group developed HCC. Anti-URG11 and anti-URG19 were always found positive in 2 
of the 11 patients who developed HCC, while anti-DRG2 was negative. In the 2-year 
follow-up after treatment, the rate of HCC development was 20% (n=6) in the control 
group while this rate was only 1% (n=1) in the treatment group. It was stated that anti-
URG19, anti-URG11 and antiDRG2 can be used as markers in estimating the therapeutic 
efficacy of treatment in preneoplastic HCC. CPUL active ingredient has been shown to 
be beneficial in preventing or delaying the progression of HBV-associated cirrhosis to 
HCC (Paixão et al., 2017).  

Ashwagandha (Withania Somnifera) 

In a non-randomized controlled study involving 100 breast cancer patients in 
advanced stages, one group was given chemotherapy (docetaxel-adriamycin-
cyclophosphamide/5FU-Epirubicin-cyclophosphamide) while the other group was given 
ashwagandha root extract in addition to chemotherapy, at a dose of 2 g every 8 hours 
throughout the chemotherapy. When fatigue scores were examined, they were found to 
be significantly higher in the control group. While no variation was found in survival 
rates, withania somnifera was found to be potentially effective in reducing fatigue and 
the quality of life of cancer patients (Marzbani et al., 2019). 

Literature Review of Clinical Studies on the Use of Medicinal Plants in Cancer 
Treatment

Many plants inhibit angiogenesis; such as calendula officinalis, turmeric, green tea, 
silybulum marianum.

Almost all of them lower blood sugar by different mechanisms; such as nettle, urtica 
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dioica, plantago majus, olive leaf, olea europaea.

Many plants have antifungal, antibacterial, and antiviral properties such as St. John’s Wort 
(Hypericum perforatum), Lemon balm (Melissa officinalis) and Calendula officinalis.

Most plants use various intracellular pathways to induce apoptosis, especially against 
cancer cells. Green tea (Camellia sinensis), Camphor (Cinnamomum camphora), 
Cranberry (Cornus Mas), Lemon (Citrus x Limon), Pumpkin (Cucurbita Pepo), 
Astragalus(Astragalus sp), Hibiscus (Hibuscus sp) and Turmeric (Curcuma longa) can 
be given as examples of plants used for this matter.

They prevent recurrence and metastasis by destroying or transforming cancer stem cells. 
Turmeric (Curcuma longa) Calendula off (Calendula off) Green tea (Camellia sinensis)

Many have detox properties at various levels and in different ways. Milk thistle (Silybum 
marianum) Artichoke (Cynara scolymus)

Some plants activate the immune system and have an immunostimulant effect. Examples 
of this kind are as follows: Ashwagandha (Withania somnifera), common barberry 
(Berberis vulgaris), black cumin (Nigella sativa), burdock (Arctium lappa), calendula 
(Calendula officinalis), cinnamon (Cassia cinnamomum), swallowtail (Chelidonium 
majus), chamomile (Matricaria chamomilla), cleavers (Gallium aparine), garlic (Allium 
sativum), ginger (Zingiber officinale), goldenrod (Solidago sp), grape (Vitis vinifera), 
green tea (Camellia sinensis), horsetail (Equisetum arvense), jiaogulan, licorice root 
(Glycyrrhiza glabra), long pepper (Piper longum), mallow (Malva sylvestris), mistletoe 
(Viscum album), sage (Salvia sp), St. John’s wort (Hypericum perforatum) thyme 
(Thymus vulgaris) turmeric (Curcuma longa).

Some plants regulate the immune system and have an immunomodulatory effect.Aloe 
vera, burdock (Arctium lappa) and jiaogulan can be examples of this type of plants.

Plants like Alchemilla vulgaris and Epilobium parviflorum can prevent the formation of 
active hormone metabolites in hormone-dependent cancers. 

Licorice root (Glycyrrhiza glabra), Willow (Salix alba) and Boswellia sp are known to 
have anti-inflammatory properties. Almost all of them are good antioxidants.

Black cumin (Nigella sativa), Fenugreek (Trigonella foenum-graceum), 
Galagan(Onopordum acanthium), Onion (Allium cepa) and Garlic (Allium sativum) are 
some of the plants that increase the number and functions of NK cells.

Some plants such as Peganum harmala, Valeriana officinalis, lemon balm (Melissa 
officinalis) St. John’s wort (Hypericum perforatum) regulate the psychological state of a 
person. Some plants have cytotoxic effects. These plants include wormwood (Artemisia)
and  plantain (plantago major).

The following can regulate epigenetic mechanisms: grape (Vitis vinifera) green tea 
(Camellia sinensis) and turmeric (Curcuma longa) (Padma, 2015). 

Even oncologists know very little about ozone therapy in cancer. This is because ozone 
is still not considered a treatment based on scientific evidence.

It is used to reduce the side effects of classical treatments such as ozone therapy, 
chemotherapy, radiotherapy or immunotherapy in cancer (Tirelli et al. 2018; Baeza-Noci 
& Pinto-Bonilla, 2021). 
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The Effects of Ozone Therapy on Cancer 

Hypoxia and cancer 

The hypoxic microenvironment ‘allows cells to return to a primitive/blastic form’ 
and triggers proliferation. The existence of ‘hypoxic cells’ in human tumors has been 
indirectly proven for the last 20 years. It is known that ‘the presence of cells resistant to 
radiation due to tissue hypoxia is known in experimental animal tumors, and radiotherapy 
and anemia are important poor prognostic factors’.

Since cancer cells cannot survive in an oxygen-rich environment, it has been determined 
that if sufficient oxygen is provided, this frenzy of glucose fermentation stops, the 
nutrition of the tumor tissue is disrupted and the tumor cells die.

It is found that lack of oxygen facilitates the spread of cancer and that lack of oxygen 
causes cancerous cells to leave the primary tumor and settle elsewhere.

The reason why Dr. Otto Warburg, a scientist in Berlin who received the Nobel Prize 
twice in 1929 and 1944, received the Nobel Prize was his work showing the real cause 
of cancer. Otto Warburg’s results from his scientific study indicate that the sole and final 
root cause of cancer is ‘life without oxygen’, that is, ‘anaerobiosis’. Normal cells require 
oxygen, whereas cancer cells can survive without oxygen.

It has been shown that when normal cells taken from any embryo are forced to grow in 
a laboratory tube without oxygen, they take on the characteristics of cancer cells (Clavo 
et al., 2004). 

Oncogenes in the body can initiate cancer by being stimulated by factors such as stress, 
pollution, radiation, as well as lack of oxygen. Therefore, cellular oxygen deficiency is 
an important factor thought to lead to cancer. It is determined that the CXCR4 gene is 
activated in the state of hypoxia, which is known as a dysfunction that develops due to 
lack of oxygen in the blood, cells and tissues.

The scientists determined that the activation of this gene makes it easier for cancerous 
cells to move to other organs, and noted that the cells escape from the lack of oxygen in 
the primary tumor.

Cells left without oxygen return to their primitive forms, which are anaerobic (the 
ability to survive without oxygen). This means that germ cells and cancer cells cannot 
maintain their viability in high oxygen concentrations. So, if these anaerobic microbial 
and cancerous cells are exposed to an environment with abundant and active oxygen for 
a long time, they lose their ability to survive.

If all body fluids, brain, bone marrow, and every cell are saturated with oxygen slowly 
and in high doses over a period of several months, microbial diseases disappear and 
cancer cells die (Clavo et al., 2004).  

Ozone increases chemoradiosensitivity by increasing oxygenation. Thus, it increases the 
effectiveness of chemoradiotherapy and reduces side effects such as fibrosis formation 
and polyneuropathy in the long term (Tirelli et al. 2018; Luongo et al., 2017; Baeza-Noci 
& Pinto-Bonilla, 2021).   

Acidosis and Cancer  

Tumor cells have ‘anaerobic metabolism’. anaerobic metabolism increases ‘tissue 
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acidification. Acidification increases the risk of invasion (relapse and local progression) 
and metastasis. It enables the new generation of tumor cells that grow in an acidic 
environment to be more aggressive. Ozone is used in the elimination of chronic tissue 
acidification.

When cells are deprived of oxygen, they can revert to their most primitive stages and 
engage in glucose reactions, getting their energy not from oxygen as normal plants and 
animals do, but instead from the fermentation of sugar (Estrella et al., 2013). 

The rapid growth of cancer cells requires the use of very high amounts of glucose and 
converts glucose into lactic acid. As the acidity level of the body increases, it becomes 
more difficult for the cells to use oxygen. As it is known, cancerous cells can contain 10 
times more lactic acid than healthy human cells (Robey & Nesbit, 2013).   

After anaerobic metabolism glycolysis, ATP synthesis decreases 18-fold. Energy 
deprivation causes mitochondrial dysfunction, triggering apoptosis. Subsequently, 
necrotic cells disrupt inflammation and cell signaling. Regeneration/proliferative 
processes are constantly triggered (Moellering et al., 2008).  

Oxidation And Cancer 

Since tumor cells have a primitive life form, they have not developed mechanisms 
(antioxidant systems) that can protect themselves against oxidation. Tumor cells have 
‘low antioxidant capacity’. When ozone gas is used directly in high doses, it oxidizes 
and lyses the outer lipid layer of malignant cells (Menendez et al., 2008).  

Ozone and oxygen derivatives, with their strong antioxidant properties, burn products and 
cause energy generation and the death (burning) of microbes and cancer cells. Because 
neither microbial agents nor cancer cells have mechanisms to protect themselves against 
oxygen. because they have a more primitive life form.

Normal body cells can protect themselves against the oxidizing effect of oxygen with the 
protective antioxidant coating they have naturally developed. It oxidizes the outer lipid 
layers of malignant cells, causing cell lysis and inhibiting tumor cell metabolism.

In experimental studies in which tumors were created, it has been shown that the 
phagocytic activities of immune cells in the blood of experimental animals increase, 
regardless of the stage of the tumor and the application method of ozone therapy.

Ozone creates tumor destruction by activating the phagocytosis function of macrophages. 
In addition to its direct antineoplastic effect, ozone also increases the production of 
tumor necrosis factor. TNF is produced by alpha-type macrophages and beta-type T 
lymphocytes when any tumor develops. It has been determined that ozone therapy 
increases the most important interleukin-2, which creates immune defense and antitumor 
resistance produced by T-helper cells.

Studies have shown that phagocyte metabolism is activated by subcutaneous injection 
of ozonated saline solution around the sarcoma. It has been shown that ozone selectively 
inhibits lung, breast, and uterine cancer cells (Megele et al., 2018).  

Sensitizing Effect of Ozone Therapy to Chemoradiotherapy  

The oxygen molecule has both radiosensitizing and chemosensitizing effects. Thus 
increasing the effectiveness of these treatments. It also reduces the application doses of 
these treatments and widens the dose interval. It reduces the incidence of side effects in 
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tissues. It increases the tissue’s tolerance to the side effects of such treatment. It prevents 
radiation fibrosis while increasing its radiobiological effects (Tirelli et al. 2018; Luongo 
et al., 2017; Menendez et al., 2008).  

With ozone therapy, radiation-induced vascular changes, gliosis, necrosis, and 
oligodendrocyte demyelination decrease. Complaints related to necrosis, infarction, and 
demyelination, which are radiation effects on the medulla spinalis, decrease; The most 
prominent of these is demyelination myelopathy called LHermitte’s Sign, which occurs 
approximately in 2-4 months. The other one is 9-15. It is paresthesia and sensory loss that 
develops with chronic radiation myelitis seen in months. Ozone therapy also modulates 
hormone metabolism and reduces hypopituitarism  and growth hormone deficiency, 
which can develop 2-20 years after radiotherapy.

The eye is one of the organs most sensitive to radiation, and it reduces the sensitivity 
to radiation that will develop especially in the lens. Factors such as microaneurysm, 
hemorrhage, neovascularization and thrombosis in the retina that ultimately affect vision 
loss are reduced. It provides this with its local m Ozone therapy reduces thrombosis, 
ischemia, mucosal epithelium loss, pallor, telangiectasia, ulcer formation caused by 
radiation, and eliminates nerve damage called radiation neuritis  and anticoagulation 
effects.

Ozone therapy is also recommended for the prophylaxis of radiation pneumonitis and 
fibrosis. Because fibrosis that may occur during irradiation in the lung area can cause 
heart failure symptoms as well as a decrease in pulmonary functions.

Ozone therapy is recommended to reduce pericardial effusion, constrictive pericarditis, 
delayed acute pericarditis, myocardiopathy, radiation-induced sinusoidal conduction 
disorders, peripheral ascites, and edema.

It has been shown that dysphagia, one of the most common symptoms after esophageal 
irradiation, is reduced to a minimum level with ozone therapy because it prevents fibrosis 
and structure formation in the esophagus. Again, ozone therapy prevents possible late 
complications of abdominopelvic radiation.

With ozone therapy, acid and pepsinogen secretion in the stomach is regulated. Thus, 
while a 20% reduction in the incidence of gastritis was observed, a 15% reduction in 
the incidence of gastric ulcers and a 10% reduction in perforation were reported. It has 
been reported that ozone therapy reduces the frequency of small bowel dysfunction, 
mesenteric cramps due to thrombus, diarrhea, malabsorption syndromes and developing 
ileus.

Painless rectal bleeding, segmental colitis, and narrowing after rectal structure, which 
may occur 6-12 months after radiotherapy, are reduced by ozone therapy; The incidence 
of severe proctitis decreases by 18%, severe rectal bleeding decreases by 15-20%, and 
the incidence of necrotic fistula decreases.

It reduces the frequency and degree of central vein occlusive disease in the liver. It 
reduces microangiopathic glomerulosclerosis and complete obliteration that can be seen 
in the kidneys; it prevents acute radiation nephropathy and the symptoms that develop 
related to it.

It is used both to prevent and treat radiation cystitis. It is used to prevent and treat 
hemorrhagic cystitis, ulcer, fibrosis, urethral stricture, obstructive uropathy and 
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fistula formation that may occur due to retroperitoneal fibrosis, which can be seen in 
abdominopelvic irradiation.

Ozone therapy should be added to the prevention and treatment of dryness, wrinkles, 
telangiectasia, pigmentation changes, superficial atrophy, subcutaneous fibrosis, chronic 
wounds, skin ulcerations and necrosis seen after radiation on the skin. Because ozone 
therapy reduces the subcutaneous fibrous reaction.

It helps prevent mucosal radiation damage, mucosal intolerance, atrophy and necrosis 
throughout the body. It reduces the possibility of osteoporosis, avascular necrosis and 
fracture in bones. It prevents the formation of bone marrow fibrosis.

Ozone Therapy Dosing Protocol 

Care should be taken not to apply low doses of ozone therapy during chemotherapy, 
as ozone therapy reduces the oxidation effect of chemotherapy. If ozone therapy is to 
be administered simultaneously with chemotherapy, it is recommended to do it in high 
doses and multipass. During radiotherapy, low-medium dose ozone multipass can be 
administered 2-3 times a week.

Additionally, 3-5 cc of solution taken from the cellular depression at the bottom of the 
tube after centrifugation, prepared from the patient’s blood in the form of a tumor vaccine 
(minor application), can be ozonated at 80-120 gamma and injected intramuscularly.

In patients who do not receive classical treatment (chemoradiation)

If there is an active tumor; high dose (50-80 gamma) multipass every day for a total of 
3-6 months, as well as a 3-5cc minor application (80-120 gamma), which we call tumor
vaccine.

If there is no active tumor; low dose-multipass ozone therapy is performed 1-3 times a 
week for 3-6 months. Also, the tumor vaccine is from 3-5cc/20-30 gamma.
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Introduction

Acupuncture, a traditional treatment method that has been known since ancient times, 
continues to be widely used today.This treatment, which has been used since ancient 
times, is performed by needling specific acupuncture points using special and sterile 
disposable needles. In order for all practitioners performing acupuncture to consistently 
locate these points, it is essential that the definitions of these acupuncture points be made 
accurately. Such definitions can only be effectively made using anatomical landmarks, 
which serve as the common framework among physicians (Zhang, 2021). Therefore, this 
chapter provides the anatomical descriptions of the locations of the back-shu, front-mu, 
he-sea, yuan-source, tonification, and sedation points.

Back-Shu Points 

The back-shu points, located on the posterior aspect of the body, represent key points 
along their respective meridians. These points exert their effects through the posterior 
root of the spinal nerve. They are particularly effective in treating chronic conditions, 
diseases related to energy depletion, and disorders of the sensory organs. These points 
are located along the Bladder meridian and are bilaterally symmetrical. The back-shu 
points of all meridians are situated 1.5 cun lateral to the spinous process of the relevant 
vertebra. In the table below, the back-shu points for each meridian are identified by the 
vertebral level at which they are located (Table 1) (Cabioglu & Arslan, 2008).

Anatomical landmarks provide essential guidance in accurately locating back-shu points. 
For instance, BL 25 can be easily found by locating the superior border of the iliac crest; 
the point is situated 1.5 cun lateral to the midline at this level. Similarly, BL 14 is located 
at the intersection of a horizontal line drawn from the scapular spines of both scapulae 
with the midline of the body (Jarmey & Bouratinos, 2008).

Some of the back-shu points are located at the same level as points on the DU meridian 
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and are positioned 1.5 cun lateral to them. For instance, BL 20 is at the level of DU 6, 
while BL 15 is at the level of DU 11. For the Small Intestine and Bladder meridians, 
the back-shu points BL 27 and BL 28 are located at the level of the first and second 
posterior sacral foramina, respectively. These precise anatomical descriptions ensure 
that practitioners can consistently and accurately locate these critical points (Cho et al., 
2022).

Table 1
Back-Shu Points and Their Anatomical Locations

YIN BACK-SHU Anatomical Location

LUNG BL 13 T3

PERICARDIUM BL 14 T4

HEART BL15 T5

SPLEEN BL 20 T11

KIDNEY BL 23 L2

LIVER BL 18 T9

YANG

LARGE INTESTINE BL 25 L4

SMALL INTESTINE BL 27 S1

TRIPLE BURNER BL 22 L1

STOMACH BL 21 T12

GALL BLADDER BL 19 T10

BLADDER BL 28 S2

Front-Mu Points

Front-mu points are some of the most significant points located on the anterior side of 
the body along the meridians. While the points on the Ren meridian are singular, those 
on other meridians are paired. These points exert their influence through the ventral 
root of the spinal nerve. Sensitivity at these points often indicates a disorder in the 
corresponding organ. Front-mu points are predominantly concentrated in the thorax and 
abdomen. Half of these points are located on the Ren meridian, distributed along the 
midline both above and below the umbilicus.

Several front-mu points can be easily located using anatomical landmarks. For instance, 
REN 12 is situated midway between the umbilicus and the xiphoid process, while REN 
17 is located at the midpoint of a line drawn between the nipples in males. GB 24 and 
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LIV 14 are positioned at the level of the nipples on their respective sides (Table 2) (Fu, 
2014).

Table 2
Front-mu Points and Their Anatomical Locations

YIN FRONT-MU Anatomical Location

LUNG LU 1
Beneath the coracoid process, 6 

cun lateral to the sternum

PERICARD REN 17
The level of the 4th intercostal 

space

HEART REN 14 6 cun above the umbilicus

SPLEEN LIV 13 Below the free end of the 11th 
rib

KIDNEY GB 25 The free lower end of the 12th 
rib

LIVER LIV 14
4 cun lateral to the sternum at 
the level of the 6th intercostal 

space

YANG

LARGE INTESTINE ST 25 2 cun lateral to the umbilicus

SMALL INTESTINE REN 4 3 cun below the umbilicus

TRIPLE BURNER REN 5 2 cun below the umbilicus

STOMACH REN 12 4 cun above the umbilicus

GALL BLADDER GB 24 4 cun lateral to the midline in 
the 7th intercostal space

BLADDER REN 3 4 cun below the umbilicus

He-sea Points

He-sea points are significant locations on the meridians where Qi energy is concentrated 
and most abundant. These points are particularly effective in treating external pathogenic 
conditions and are considered vital in acupuncture practice. He-sea points are primarily 
located around the knee and elbow joints, distributed along the meridians of both the 
upper and lower extremities. Each meridian has its specific he-sea point, which is found 
along the meridian’s pathway. Below are the he-sea points for each meridian along with 
their precise anatomical locations. LU 5 is both the he-sea point and the sedation point 
of the Lung meridian. This point is located on the outer side of the biceps brachii tendon, 
along the transverse crease of the cubital fossa.
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LI 11 serves as the he-sea and tonification point of the Large Intestine meridian. It is 
found at the lateral end of the transverse cubital crease when the forearm is flexed.

ST 36 is one of the most studied acupuncture points in literature. It is situated 1 
fingerbreadth lateral to the tibial tuberosity and 3 cun distal to the knee joint.

SP 9 can be located by flexing the knee. The point lies just below the medial condyle of 
the tibia (Focks, 2008).

H 3, is found by flexing the elbow. It is located at the medial end of the transverse cubital 
crease, between the medial epicondyle and the ulna.

SI 8, is situated between the medial epicondyle and the olecranon. This point is easily 
located by flexing the elbow and is also the sedation point of the meridian.

BL 40, is located at the center of the transverse line drawn across the popliteal fossa at 
the knee.

KID 10 is found between the tendons of the semimembranosus and semitendinosus 
muscles on the medial side of the knee. The point is more easily found by flexing the 
knee.

P 3 is situated on the medial side of the biceps brachii tendon, on a transverse line 
drawn from the cubital fossa.

TB 10 is located on the posterior aspect of the arm, 1 cun above to the olecranon on 
the humerus. It is easily found by flexing the elbow and is also the sedation point of the 
meridian.

GB 34 is found between the extensor digitorum longus and peroneus longus muscles, 
inferior and anterior to the head of the fibula.

LIV 8, which also serves as a tonification point, is located in front of the tendons of 
the semimembranosus and semitendinosus muscles on the medial side of the knee. It is 
more easily found by flexing the knee and is situated just above the medial end of the 
transverse line drawn from the popliteal fossa.

These detailed anatomical descriptions ensure that practitioners can consistently and 
accurately locate these critical acupuncture points for effective treatment (Suh, 2015).

Table 3
He-Sea Points of the Meridians

YIN HE-SEA

LUNG LU 5

PERICARD P 3

HEART H 3

SPLEEN SP 9

KIDNEY KID 10
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LIVER LIV 8

YANG

LARGE INTESTINE LI 11

SMALL INTESTINE SI 8

TRIPLE BURNER TB 10

STOMACH ST 36

GALL BLADDER GB 34

BLADDER BL 40

Yuan Source Points

In acupuncture, each meridian has its own Yuan source point, which is considered the most 
important point on the meridian. These points play a crucial role in balancing the energy 
(Qi) within the meridian. If the energy of the meridian is deficient, the Yuan source point, 
in conjunction with the tonification point, helps to increase the energy. Conversely, if the 
energy is excessive, the Yuan source point, along with the sedation point, helps to reduce 
the energy. Thus, the Yuan source points act as catalysts, adjusting the energy according 
to the needs of the meridian. The following section provides a detailed description of 
the Yuan source points for each meridian, along with their anatomical locations. These 
points are all located on their respective meridians (Chamberlin et al., 2011).

For the Lung meridian, this point is LU 9. It is located on the wrist, lateral to the radial 
artery when a hypothetical transverse line is drawn across the wrist. LU 9 also serves as 
the tonification point of the meridian. 

LI 4 is situated between the first and second metacarpal bones. On the dorsal surface of 
the hand, when the first and second digits are adducted, LI 4 is the most prominent point 
between these bones.

ST 42 is located on the dorsum of the foot, positioned between the tendons of the extensor 
hallucis longus, responsible for extending the big toe, and the extensor digitorum longus, 
which extends the other toes. It is found at the highest point on the dorsum of the foot 
(Ribeiro et al., 2015). 

For the Spleen meridian, this point is SP 3, located on the medial side of the foot, where 
the head of the first metatarsal bone meets its shaft, proximal to the metatarsophalangeal 
joints.

For the Heart meridian, this point is H 7, found on the medial side, in the depression 
lateral to the flexor carpi ulnaris tendon, on the wrist. It also serves as the sedation point 
of the meridian. 

SI 4 is located on the ulnar side of the base of the fifth metacarpal bone.

BL 64 is located distal to the tuberosity of the fifth metatarsal bone on the foot.

For the Kidney meridian, this point is KID 3, found on the medial side of the ankle, in 
the depression between the medial malleolus and the calcaneal tendon (Achilles tendon).
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P 7 is located between the tendons of the palmaris longus and flexor carpi radialis, on the 
wrist. It is also the sedation point of the meridian. 

TB 4 is located between the tendons of the extensor digiti minimi and extensor digitorum 
muscles, on the posterior side of the wrist.

GB 40 is located in the depression anterior and inferior to the lateral malleolus, lateral to 
the extensor digitorum longus tendon. 

For the Liver meridian, this point is LIV 3, located between the 1. and 2. metatarsal 
bones, on the dorsum of the foot, this point is found in the deepest and broadest part of 
the depression proximal to the metatarsophalangeal joints (FAN et al., 2021).

In summary, the Yuan source points on the meridians of the hand are primarily located 
around the wrist. LU 9, P 7, and H 7 are aligned laterally to medially along a transverse 
line on the anterior side of the wrist, while SI 4, TB 4, and LI 4 are located near the wrist. 
For the meridians of the foot, the Yuan source points are distributed around the foot and 
ankle.

Tonification Points

Tonification points in acupuncture are used to increase the energy of their respective 
meridians. Each of these points is located on its corresponding organ meridian and plays 
a vital role in restoring balance when the meridian’s energy is deficient. The following 
is a detailed description of the tonification points for each meridian, including their 
anatomical locations.

LU 9 is located on the wrist, lateral to the radial artery when a hypothetical transverse 
line is drawn across the wrist. LI 11 is located at the lateral end of the transverse cubital 
line when the forearm is flexed at the elbow. This point is also the He-sea point of the 
meridian.

ST 41 is located on the ankle, between the tendons of the extensor hallucis longus, which 
extends the big toe, and the extensor digitorum longus, responsible for extending the 
other toes, at the level of the lateral malleolus. SP 2 is found on the medial side of the 
foot, distal to the first metatarsophalangeal joint (Kwon & Kim, 2015).

For the Heart meridian, this point is H 9, located on the lateral side of the little finger, 
0.1 cun lateral to the corner of the nail at the root of the fifth finger. SI 3 is located on the 
medial side of the hand, proximal to the head of the fifth metacarpal bone.

BL 67 is found on the lateral side of the little toe, 0.5 cun posterior to the corner of the 
nail. KID 7 is located 2 cun above KID 3, in the depression between the calcaneal tendon 
(Achilles tendon) and the medial malleolus.

P 9 is located in the center of the distal phalanx on the palmar side, at the tip of the 3rd 
finger. TB 3 is found between the heads and shafts of the 4th and 5th metacarpal bones, 
on the posterior side of the hand.

GB 43 is located on the dorsum of the foot, between the bases of the proximal phalanges 
of the 4th and 5th toes. For the Liver meridian, this point is LIV 8, located on the medial 
side of the knee, anterior to the tendons of the semimembranosus and semitendinosus 
muscles. It is found just above the medial end of the transverse line drawn across the 
popliteal fossa and is more easily located by flexing the knee.
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These tonification points are crucial for maintaining the balance of Qi within the 
meridians, ensuring that the body’s energy is properly regulated according to its needs. 

Sedation Points

Sedation points in acupuncture are used to reduce the energy (Qi) within their respective 
meridians. Each sedation point is located on its corresponding organ meridian and is 
essential for balancing excessive energy. Below is a detailed description of the sedation 
points for each meridian, along with their anatomical locations.

LU 5 is found lateral to the biceps brachii tendon, on a transverse line drawn across the 
cubital fossa. This point also serves as the He-sea point of the meridian. For the Large 
Intestine meridian, this point is LI 2, located on the dorsal side of the hand, at the junction 
of the body and base of the proximal phalanx of the second finger, on the outer edge.

ST 45 is situated on the lateral side of the 2. phalanx, 0.1 cun lateral to the corner of the 
nail. SP 5 is located in the depression between the medial malleolus and the metatarsal 
bones (Ahn et al., 2009).

H 7, which is also the Yuan source point, is found on the wrist, in the depression lateral 
to the flexor carpi ulnaris tendon, when a transverse line is drawn across the inner side 
of the wrist. SI 8 is located between the medial epicondyle and the olecranon, in the 
depression that becomes more pronounced when the elbow is flexed.

BL 65 is located just proximal to the head of the 5. metatarsal bone. KID 1 is located on 
the plantar surface of the foot, in the depression at the junction of the anterior one-third 
and the posterior two-thirds of the sole.

P 7 is found between the tendons of the palmaris longus and flexor carpi radialis, in the 
center of the wrist. TB 10 is located on the posterior side of the arm, 1 cun above the 
olecranon, in the depression that is easily palpable when the elbow is flexed. 

GB 38 is found on the lateral side of the leg, 4 cun proximal to the lateral malleolus. For 
the Liver meridian, this point is LIV 2, located on the dorsum of the foot, between the 
bases of the proximal phalanges of the first and second toes.

These sedation points are crucial for managing excess Qi within the meridians, helping 
to restore balance and maintain the overall energetic harmony of the body.

Table 4 
Yuan Source, Tonification, and Sedation Points of the Meridians (Focks, 2008)

YIN YUAN SOURCE TONIFICATION SEDATION

LUNG LU 9 LU 9 LU 5

PERICARD P 7 P 9 P 7

HEART H 7 H 9 H 7

SPLEEN SP 3 SP 2 SP 5

KIDNEY KID 3 KID 7 KID 1
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LIVER LIV 3 LIV 8 LIV 2

YANG

LARGE 
INTESTINE LI 4 LI 11 LI 2
SMALL 
INTESTINE SI 4 SI 3 SI 8

TRIPLE BURNER TB 4 TB 3 TB 10

STOMACH ST 42 ST 41 ST 45

GALL BLADDER GB 40 GB 43 GB 38

BLADDER BL 64 BL 67 BL 65

Bioresonance Therapy

Each substance has a specific vibration pattern (frequency). The vibration pattern of any 
substance is not similar to the vibration pattern of another substance. Like all substances 
in nature, the human organism also emits different electromagnetic frequencies. Cells, 
tissues and organs have their own frequencies, which together determine the overall 
frequency spectrum of a person. These frequencies are different for each person, just like 
fingerprints. In fact, the frequency of the same person is different when sick and when 
healthy.

Pathological agents (viruses, bacteria, heavy metals, allergens, etc.) also have their own 
frequencies and these frequencies disrupt the communication of the cells in the body with 
each other. Each of the cells in the body undergoes 2,000 or more chemical reactions per 
second. This situation shows that a very effective electromagnetic control is necessary 
for the cells to fulfill their functions in a healthy way. Otherwise, it is clear that the chaos 
that will arise will create a favorable ground for diseases.

The detection and treatment of pathological factors and frequencies in the body is 
possible with bioresonance therapy.

In bioresonance therapy, the factors that put pressure on the body are investigated first. 
For this, a bioresonance-specific test is applied in which 6,400 substances are scanned; 
this test is an examination with frequencies.

Bioresonance is a complementary therapy method to classical medicine. It is based on 
the principles of Chinese traditional medicine, quantum medicine and new discoveries 
of biotechniques.

This method, defined as ‘medicine of the future’ and ‘vibration medicine’, is applied by 
using computer-controlled frequency generators to give ‘patient-appropriate vibrations’. 
Its basis is the electromagnetic information exchange of cells. With this method, the 
distorted frequencies of the factors that disturb the body, organs and tissues of the body 
are detected and healthy frequencies, that is, the frequencies that the body needs, are 
sent.

After detecting the pathological frequencies, the bioresonance device applies the reverse 
frequency of these frequencies to the patient thanks to a magnetic cushion. According 
to physical laws, when the inverse of the frequency is applied, the vibration is reset. 
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The bioresonance device works on another frequency for each disease. The frequencies 
of suppressive, damaging substances and factors such as the detected heavy metals, 
allergies, chemicals (toxic substance), parasites, infections, fungal infections, intense 
electromagnetic fields, negative effects of the geographical characteristics of the 
experienced region on the person are eliminated.

The frequency structures of the sick person and the healthy person are different from each 
other. Because foreign frequencies such as viruses, bacteria, allergens, toxins, amalgams, 
fungi disrupt the vibrational harmony of the body and cause diseases. With the cleaning 
of these negative frequencies with a bioresonance device, the information exchange of 
the cells is restored to its regular state, and when the negative frequencies created by 
the substances that harm the body are eliminated, improvement is achieved. Disease 
does not occur in the properly functioning system of the body. Thanks to the ability of 
bioresonance to eliminate stress on the systems in the body, the body is protected from 
diseases.

Bioresonance is a therapy technique that does not use drugs and does not have the danger 
of radiation and microwaves. It has no side effects. The application is completely painless 
and personalized. It can be applied to people of all ages and sexes. It is even possible to 
apply it to all living things; like animals and plants.

In therapies applied with a bioresonance device, the aim is to detect the frequencies that 
disrupt the order and bring them to their correct vibrations. During therapy, the electrodes 
of the bioresonance device are placed in certain parts of the body. The electromagnetic 
frequencies that disrupt the frequency are determined and transferred to the device. In 
the device, these frequencies are purified and returned to the body. Since the pathological 
frequencies of the patient are normalized by inverting them with bioresonance therapy, 
the obstacles that disrupt the immune system are removed and the organism becomes 
healthy.

In this way, biological and physical frequencies are strengthened. Bioresonance therapy 
stimulates the body’s self-healing power and strengthens the defense and immune 
system. Thus, the patient is healed.

Bioresonance therapies are effective in both acute and chronic diseases. It supports 
the body’s defense system and allows the body to heal itself. These therapies can also 
be used effectively in cancer, HPV, Covid19 (coronavirus), detox, hormonal balance, 
intestinal flora, digestive system, musculoskeletal system, supporting brain functions, 
nervous system, allergies, smoking cessation (etc.).

In chronic diseases, classical medicine is helpless. For example, in the treatment of 
allergies, drugs are used only to pass the symptoms (for example, itching) for a while. 
Long-lasting and high-risk treatment methods (immunotherapy) show the desired result 
at a very small rate.

The success rate of bioresonance is quite high in the detection and treatment of chronic 
and acute allergies (eczema, hay fever, allergic bronchitis, allergic asthma, allergic 
conjunctivitis, contact dermatitis, allergic skin lesions, urticaria). The bioresonance test 
can reveal and treat hidden allergies as well as known allergies. One of the promising 
features of bioresonance is that it reveals that the main cause of some incurable chronic 
diseases is an ‘undetected allergy’.

Bioresonance accelerates the healing of problems that cause pain. Painful spine 
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problems such as headaches and migraines, painful joint diseases, calcifications, lumbar 
and neck hernia-calcifications, sports injuries and sprains, painful menstruation, painful 
rheumatic diseases, pains that do not go away after surgeries and pain whose cause is not 
understood can be cured with bioresonance therapies. Since the frequencies perceived 
from the pain area in the body are different from normal, cleaning these frequencies 
with the bioresonance method eliminates the pain. The effect of bioresonance in trauma-
related pain is striking. In chronic pain, on the other hand, the passing of pain requires 
the treatment of the system as a whole and cleaning the load on the system. The results 
vary depending on how affected the body is. The effect of bioresonance on children is 
always stronger.

Stimulation of the lymph system and liver with detoxification in the treatment of 
chronic diseases is the general rule. Bioresonance stimulates the liver, stimulates the 
excretion of toxins, kidneys and lymph, and cleanses the kidneys and lymph system. 
The increase in the number of conscious patients receiving bioresonance therapy for 
strengthening immunity, improving overall health and detox strengthens the argument 
that ‘bioresonance is the future medical’.

It is now recognised that the environment can control the activity of our genes. Changes in 
environmental factors can lead to changes in the electrical oscillation in the chromosome, 
which in turn can cause fluctuations in the epigenetic pattern of the organism. Disease can 
be thought of as a disruption of biochemical sequences and electromagnetic oscillation 
patterns in the body, triggered by exogenous and endogenous stimuli. Physical processes 
at the energy and vibrational level shape the transfer of energy and the flow of bioenergetic 
information in the living system. Today, many medical centers use electro-diagnostic 
devices to improve diagnosis and select recommended treatments. The history of these 
devices goes back a long way.

Nikola Tesla developed the Tesla coil in 1920 during his experiments with high-
frequency phenomena. The Tesla coil is an electrically resonant transformer circuit. 
It is used to generate high-voltage, low-current, high-frequency alternating current 
electricity. Tesla collaborated with French engineer Georges Lakhovsky to complete 
the Multi-Wave Oscillator. Tesla and Lakhovsky thought that the cell’s core, with its 
‘filament threads’, resembled an electronic oscillating circuit that could send and receive 
vibrating information. Lakhovsky believed that each cell in the body has its own internal 
vibration rate. He hypothesized that all living cells (plants, humans, bacteria, parasites, 
etc.) have resonance. Lakhovsky proposed that all living cells not only produce and 
emit oscillations at very high frequencies, but also receive and respond to oscillations 
imposed on them from external sources (Lakhovsky).

In 1920, Rife, an American inventor, had finished building the world’s first universal 
microscope. Rife was an optical engineer and technician of great skill. With this incredible 
microscope, he could see a living virus for the first time. Using a split spectroscope 
attachment, Rife carefully identified the individual spectroscopic characteristics 
(reflected or absorbed) of each microbe. In his work, he gradually rotated block quartz 
prisms to focus a single wavelength of light onto the microorganism under study. In this 
way, he found that each molecule oscillated at a unique frequency. Rife calculated a 
‘Mortality Oscillation Rate’ for various pathogenic organisms and claimed to be able to 
destroy organisms by vibrating them at this particular rate (Rosenow, 1965, Wade, 1994, 
Montgomery, 2003).
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In 1922, the Russian biophysicist A.G. Gurwitsch discovered mitogenetic radiation. He 
observed that the root of an onion in the growth phase could enhance the cellular division 
of another root, even if these two roots were separated by glass (Gurwitsch, 1932). This 
observation was the beginning of the bioresonance method with the development of the 
theory of biological information transfer (Basset et al., 1993). There are a total of 12 
points on the human body, corresponding to the 1000 classical meridians of Chinese 
medicine. In 1953, Dr Reinhold Voll, a German medical doctor, developed an electronic 
testing device to electrically locate acupuncture points. He was successful in locating 
acupuncture points and demonstrating that these points have a different resistance than 
adjacent tissues when they encounter an electric current. Dr Voll created a diagnostic 
system based on the electro-conductivity of acupuncture points. He also introduced a 
specialized scale to effectively interpret the results. For example, he found that patients 
with lung cancer had abnormal readings on acupuncture points, so-called lung points. He 
was also successful in combining ancient acupuncture knowledge with western medicine 
to promote electro-acupuncture as a new method. According to Voll, the resistance of an 
acupuncture point is a measurement scale of the energy in a particular organ and an 
indicator of its ability to function. This method makes it possible to measure and record 
the condition and function of body organs. The overall function of the person can be 
recorded in this way and the source of the cause can be found.

The system developed on the basis of these findings is called ‘Electro-acupuncture 
according to Voll’ (Begher, 1989).  Bioresonance is called by different terminologies. The 
diagnostic procedure is most commonly referred to as Electro-acupuncture according to 
Voll (EAV) or electrodermal Scanning (EDS), but some practitioners call it bioelectric 
function diagnosis (BFD), bioresonance therapy (BRT), bioenergy regulatory technique 
(BER), Biocybernetic Medicine (BM) calls it computerized electrodermal screening 
(CEDS), computerized electrodermal stress analysis (CDCSA), electrodermal testing 
(EDT), limbic stress assessment (LSA), meridian energy analysis (MEA) or point testing.

The German doctor Franz Morell is considered the ‘father’ of bioresonance therapy. 
In 1977, Morell, who had long-term experience in electro-acupuncture, thought that 
his treatments could be more precise if he could use the electromagnetic vibrations of 
the patient’s own body. Thus, the first electronic device that could receive and return 
electromagnetic frequencies from the body using electrodes was manufactured (Markov 
et al, 2007). This method, defined as ‘medicine of the future’ and ‘vibration medicine’, 
is applied by using computer-controlled frequency generators to give ‘vibrations suitable 
for the patient’. Its basis is the electromagnetic information exchange of cells. With this 
method, the disturbing factors of the body, the distorted frequencies of the organs and 
tissues of the body are detected and healthy frequencies, that is, the frequencies that 
the body needs, are sent. After detecting the pathological frequencies, the bioresonance 
device applies the reverse frequency of these frequencies to the patient through a 
magnetic cushion. According to physical laws, when the opposite of the frequency is 
applied, the vibration is reset.

The bioresonance device works on a different frequency for each disease. The 
frequencies of suppressive, damaging substances and factors such as heavy metals, 
allergies, chemicals (toxic substances), parasites, infections, fungal infections, intense 
electromagnetic fields, negative effects of the geographical characteristics of the region 
of residence on the person are eliminated. The body receives the disturbing signal from 
the patient through the input of information from the abdomen (or any other part of the 
body). This signal is processed and amplified by the bioresonance device. Following 
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this, the reverse therapeutic signal is amplified through the modulation mat located along 
the spinal cord and returned to the patient. The bioresonance device allows specific parts 
of the total frequency spectrum to be selected for treatment (Pıhtılı et al., 2014). 

In the endogenous form of bioresonance, oscillations are received using electrodes in 
various parts of the body and are transmitted back into the body for therapeutic purposes 
following an electronic inversion. In the exogenous form, oscillations of bioactive 
substances are transmitted into the human body following electronic inversion (e.g. an 
allergen) or amplification (e.g. nosodes) for therapeutic purposes (Galle et al., 2009). 
In this way biological and physical frequencies are amplified. Bioresonance therapy 
stimulates the body’s self-healing power and strengthens the defense and immune system. 
Thus, healing is provided in the patient. Pathological factors (viruses, bacteria, heavy 
metals, allergens, etc.) also have their own frequencies and these frequencies disrupt the 
communication of the cells in the body with each other. Each of the cells in the body has 
2,000 or more chemical reactions per second. This situation shows that a very effective 
electromagnetic control is necessary for the cells to fulfill their functions in a healthy 
way. Otherwise, it is clear that the chaos that will arise will create a favorable ground for 
diseases. The frequency structures of sick people and healthy people are different from 
each other.

Because external frequencies such as viruses, bacteria, allergens, toxins, amalgam, fungi 
disrupt the vibrational harmony of the body and cause diseases. With the cleaning of these 
frequencies that have a negative effect with the bioresonance device, the information 
exchange of the cells regains its former regular state, and when the negative frequencies 
created by the substances that harm the body are eliminated, healing is provided. Disease 
does not occur in the body’s properly functioning system. Thanks to the ability of 
bioresonance to eliminate the stress on the systems in the body, the body is protected 
from diseases.

Bioresonance therapies are effective in both acute and chronic diseases. It supports the 
body’s defense system and enables the body to heal itself. These therapies can be used 
effectively in cancer, HPV, Covid19 (coronavirus), detox, hormonal balance, intestinal 
flora, digestive system, musculoskeletal system, support of brain functions, nervous 
system, allergies, smoking cessation (etc.).

Conventional medicine is helpless in chronic diseases. For example, in the treatment 
of allergies, medication is only used to relieve the symptoms (e.g. itching) for a while. 
Prolonged and high-risk treatment methods (immunotherapy) show the desired result 
only to a very small extent. 

The basic principle of bioresonance is that each person is an individual being and should 
be treated holistically. Therefore, every disease of a particular organism is an individual 
case and should be treated accordingly. Bioresonance therapy should be specially 
adapted to each patient. Despite increasing scientific efforts to determine the etiology 
and mechanisms associated with the treatment of chronic diseases, the number of these 
diseases is constantly increasing. One concept that defines the etiology and mechanisms 
of chronic diseases is based on ‘Epigenetic Changes’ (Angrish et al., 2018).

Epigenetic changes cause activation or silencing of a gene, which is similar to a genetic 
mechanism that activates a gene, such as mutation or deletion. However, epigenetic 
changes occur without causing a change in the base sequence and are often reversible. 
The genome is like the parts list of a living thing, it tells us what the living thing is made 
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of, but it does not tell us how they work (Karaçay, 2010). The nuclear chromatin cluster 
is capable of electrical oscillation in the eukaryotic nucleus. The natural frequency of an 
oscillating chromatin region is determined by the physical properties of the DNA-protein 
complexes in that region, and these properties can be altered by its epigenetic state and 
associated protein factors (Miyamoto et al., 2015). Detection of such changes is possible 
using bioresonance method and therefore they can be used for early detection of chronic 
diseases. Bioresonance works on the basis of spectral analysis of the magnetic fields 
of living organisms and thus allows the therapist to distinguish between normal and 
abnormal frequencies emitted by the body. Electromagnetic waves, as epigenetic factors, 
can influence the dynamic changes of chromatin, resulting in activation or suppression 
of the body’s biochemical processes and may play a critical role in the development or 
treatment of chronic diseases (Mehdipour et al., 2015).

The detection and treatment of pathological factors and frequencies in the body is possible 
with bioresonance therapy. In bioresonance therapy, the factors that put pressure on the 
body are investigated first. For this, a bioresonance-specific test is applied in which 6,400 
substances are scanned; this test is an examination with frequencies. Bioresonance is a new 
development in the field of medicine that meets the need for early detection of disorders 
and organismal malfunctions that can potentially turn into disorders. Bioresonance is a 
method that can help both to determine the state of health and to prevent and restore it 
by identifying the underlying causes of a disease. The aim of bioresonance therapy is to 
improve health by restoring the body’s energy flow, eliminating pathological conditions 
and restoring the body’s self-healing system and treating pathological conditions that 
cause disease (Karakos et al.).

Bioresonance is a therapy technique without the use of drugs, radiation and microwave 
hazards. There are no side effects. The application is completely painless and 
personalized. It can be applied to people of all ages and sexes. It is even possible to apply 
to all living things; such as animals and plants. Each substance has a specific vibration 
pattern (frequency). The vibration pattern of any substance is not similar to the vibration 
pattern of another substance. Like all substances in nature, the human organism also 
emits different electromagnetic frequencies. Cells, tissues and organs have their own 
frequencies, which together determine the overall frequency spectrum of a person. These 
frequencies are different for each person, just like fingerprints. In fact, the frequency of 
the same person is different when sick and when healthy. The success rate of bioresonance 
in the detection and treatment of chronic and acute allergies (eczema, hay fever, allergic 
bronchitis, allergic asthma, allergic conjunctivitis, contact dermatitis, allergic skin 
lesions, urticaria) is quite high. Bioresonance tests can reveal and treat hidden allergies 
as well as known allergies. One of the most pleasing features of bioresonance is that it 
reveals that the main cause of some untreated chronic diseases is an ‘undetected allergy’. 
In 1990, the pediatrician Dr. Schumacher conducted a research study in his medical 
practice involving 204 children with various allergies. The patients initially completed 
a questionnaire and then five to nine months after bioresonance treatment, the majority 
(83%) reported that they no longer had any allergic symptoms. Symptoms improved in 
11 per cent of participants, 4.5 per cent reported no difference and 1.5 per cent could 
not specify. At the time, this was a revolutionary finding. The evidence level of the 
study was 4-5 (Schumacher, 2005). Around the same time, Dr. Schumacher published 
another study with patients with high fever (spring allergic rhinitis). In the spring after 
treatment, 43.4% of patients were no longer symptomatic, while 50.4% of patients 
showed improvement, indicating that efficacy exceeded 90% (Schumacher, 2005).
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Bioresonance accelerates the healing of problems that cause pain. Headaches and 
migraine, painful joint diseases, arthritis, painful spinal problems such as lumbar and 
cervical hernia-calcifications, sports injuries and sprains, painful menstruation, painful 
rheumatic diseases, pain that does not go away after surgeries and pain of unknown 
cause can be treated with bioresonance therapies. Since the frequencies perceived from 
the pain area in the body are different from normal, cleaning these frequencies with a 
bioresonance method eliminates the pain. The effect of bioresonance in trauma-related 
pain is striking. In chronic pain, the relief of pain requires the system to be handled as 
a whole and the burden on the system to be relieved. The results vary according to how 
much the body is affected. The effect of bioresonance on children is always stronger.

In the treatment of chronic diseases, the general rule is to stimulate the lymph system 
and liver with detoxification. Bioresonance stimulates the liver to excrete toxins and 
stimulates the kidneys and lymph to cleanse the kidneys and lymph system. The increase 
in the number of conscious patients receiving bioresonance therapy for strengthening 
immunity, improving general health and detoxification strengthens the argument that 
‘bioresonance is the future of medicine’.

Bioresonance does not aim to replace conventional medicine, but it is of great importance 
as it ‘complements’ conventional medicine because it is a new approach that may be a 
new diagnostic and treatment method to prevent and deal with hidden causes in the 
future. Bioresonance treatments are rapidly becoming widespread both in the world and 
in Türkiye every day and are in demand from patients; it can already be predicted that it 
will become much more widespread in the near future.
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Introduction

The use of smartphone apps for assessment in physiotherapy and rehabilitation is increasing 
daily. The digital health field is growing rapidly, and digital solutions are available for 
changing treatments. Therefore, the medical use of smartphones by healthcare providers 
and the number and use of downloadable applications that transform mobile phones into 
medical devices are increasing (Terry, 2010). 

Smartphone apps aimed at assessing body balance must be validated and 
regulated to provide accurate service that supports an adequate training program guided 
by a therapist. Estimates suggest that more than 45,00 health, exercise, and medical 
apps available  (Edlin JC, Deshpande RP (Powell et al., 2014). Commercial software 
developers are offering Mobile Health solutions. However, the risks to patient safety and 
professional reputation are real and some considerations need to be considered (Powell 
et al., 2014). In this chapter, we plan to examine smartphone applications commonly 
used in the clinic.

Material Methods

Mobile Phone Applications

Goniometer Smartphone Applications (Clinometer, Goniometer and 
Electrogoniometer etc.)

Goniometers are used for assessment in physiotherapy and rehabilitation, especially for 
measuring range of motion. Built-in smartphone sensors (accelerometer, camera) are 
used to obtain useful measurements for clinical applications (Edlin et al., 2013). The 
advantage of smartphone-based goniometers is that they can provide simple and fast 
measurements through a device that is readily available at hand (Ockendon & Gilbert). 
Mobile medical applications are emerging technologies that need to be properly validated 
along with specific mobile platforms to provide safe and effective methods (Food and 

Chapter 12



Examination of Smartphone Applications for Assessment in Physiotherapy and Rehabilitation

195Musa ÇANKAYA, Pariya POURİYAMANESH

Drug Administration, 2013; Milani et al., 2014).

With the development of smartphones and software applications, smartphone 
ownership and use is becoming widespread. Smartphone apps are easy to use, relatively 
inexpensive and widely available, making them like universal goniometers (Figure 1) 
(Keogh et al., 2019). By using apps that can be downloaded to a smartphone, these 
measurements can be translated into meaningful assessment data, such as joint motion.  
One advantage of smartphone apps is that they can be used to overcome some of the 
challenges associated with universal goniometer use, related to landmark identification, 
fixation and alignment. The ability of smartphone apps to fully overcome the disadvantages 
of universal goniometry may depend on the technology used and the clinician’s experience 
with this alternative approach. Therefore, the emergence of smartphone-based goniometer 
apps offers clinical practitioners a new tools for integration into clinical practice (Keogh 
et al., 2016). Built-in sensors such as magnetometers and accelerometers are equipped to 
allow smartphones to measure angles and displacements (Keogh et al., 2019). It is used 
in motion assessment, diagnosis, and rehabilitation processes to inform and improve 
studies (Keogh et al., 2016; Sarac et al., 2022). The ease and availability of digital tilt 
measurements, especially those created as smartphone apps, has anecdotally increased 
the use of tilt measurements for range motion assessment.  Applications have shown that 
the proposed method is valid and reliable for the following applications different joints, 
such as the knee, shoulder, hip, wrist, and ankle (Sarac et al., 2022; Keogh et al., 2016).

Figure 1
Smartphone Goniometer Application

Body Posture Assessment (AI Posture Evaluation and Correction System (APECS))

Digital Posture evaluation (APECS) is a software created for the evaluation of posture 
using non-invasive photogrammetry techniques and the prevention of posture disorders 
and asymmetries using various exercises (Figure 2) (Welling et al., 2023). It combines 
a control and diagnostic component with a posture disorder-related component. APECS 
offers multiple assessments, such as full and rapid posture assessment (front, back, 2 sides), 
dynamic posture video analysis (sagittal plane view), head-neck-shoulder assessment 
(forward head, rounded shoulders), and front and back trunk symmetry.  APECS is already 
available for download in the Google Play Store. APECS performs posture assessment 
using markers placed on a photograph of the patient’s body and uses algorithms to assess 
correct body symmetry (Çankaya & Takı, 2024). APECS provides rapid analysis of the 
anthropometric characteristics of posture. It uses standardized landmarks and anatomical 
angles for postural assessment. The Latin names of anthropometric landmarks and a list 
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of relevant angles are available in the application. Previous research has shown APECS 
to be a reliable and valid method (Welling et al., 2023; Çankaya & Takı, 2024; Artvind, 
2023). It has also been observed that assessment results are similar in individuals with 
different clinical experiences. APECS is inexpensive and easier to apply for researchers 
and clinicians than postural assessment devices (Belli et al., 2022; Bottino et al., 2023).

Figure 2
AI Posture Evaluation and Correction System

Gait and Balance Assessing (Gait&Balance smartphone application)

The Gait&Balance smartphone application (G&B App) was developed for balance 
assessment. The sensor works by using inertial sensors embedded in standard smartphones 
[16]. This tool has been validated by research as a reliable method for assessing balance 
and gait factors in both healthy young and older adults.(Figure 3) (Rashid et al., 2021; 
Olsen et al., 2023). In addition, the sensitivity of the app to age-related balance changes 
has supported itsvalidity in a population of healthy older adults (Olsen et al., 2023). 
Research on the O&M app has been conducted in high-income countries (Rashid et 
al., 2021; Olsen et al., 2023). There is a distinct lack of evidence on smartphone-based 
balance and gait measurements in low- and middle-income countries.Such research may 
be important in populations where standardized clinical care is not readily available. In 
settings where resources are limited, accessible and user-friendly technological measures 
can help identify adults with balance impairments and help identify risk factors that 
preceded falls.

The G&B app is a smartphone application that analyzes gait and balance using 
the smartphone’s inertial sensors. G&B includes six gaits and balance assessment tasks. 
The gait tasks were designed to be performed at the user’s preferred walking speed of 
approximately 10 m (Olsen et al., 2023). Each task consisted of four 6-s walks. The tasks 
included are: Walk in a straight line facing forward; Walk in a straight line while turning 
your head from side to side; There are four static test (30 seconds for each) conditions to 
assess postural sway, while static balance tasks are included. Users should remain as still 
as possible.

The G&B app has excellent validity and high reliability for postural balance 



Examination of Smartphone Applications for Assessment in Physiotherapy and Rehabilitation

197Musa ÇANKAYA, Pariya POURİYAMANESH

and gold standard kinematic data. For walking tasks, the G&B App had moderate to 
excellent validity for measuring walking speed, stride length, and stride duration, but not 
for assessing stride length variability, stride length asymmetry, stride duration variability, 
and stride duration asymmetry (Shafi et al., 2023). The psychometric properties of the 
G&B app were investigated.  When the test reliability of the application was compared 
with clinical measurements, it was established that the method was dependable and 
accurate (Berg Balance Scale, Functional Reach Test, Time Up-Go Test) (Shafi et al., 
2023).

Figure 3
Gait and Balance Smartphone Application 

Balance Assessing (King-Devick Balance application (KDBA)

The King-Devick Balance app (KDBA) (Technologies, Downers Grove) was developed 
to improve the accuracy and ease of administration of clinical balance testing. The 
proposed mobile balance assessment app is a Food-Drug Administration approved 
balance evaluation software application that provides an objective measure of balance 
performance. The mobile balance evaluation software is compatible with multiple iPhone 
and Android generations. The mobile balance assessment tool uses triaxial coordinate 
data from the mobile device’s internal accelerometers to calculate the balance score 
(Figure 4) (Zhang et al., 2019). The K-D Balance app is an existing application for 
phone products that measures triaxial coordinate data through a mobile device’s internal 
accelerometer to provide a quantitative assessment of balance performance. The balance 
points were derived from the algorithm (Zhang et al., 2019).

The KDBA assesses three basic balance postural metrics: double stance, and 
right/left tandem stance. The mobile balance assessment tool does not include single-leg 
stances in the test procedure because of the significant variability in single-leg stance 
measurements. The balance assessment uses postures used in other balance testing 
protocols, including the double-leg and tandem postures in the Berg Balance Scale 
assessment. The double leg only assesses two-foot postures (Starling et al., 2016; Krause 
et al., 2020). The KDBA, via an iPhone or iPod Touch, is secured to the patient with 
a hands-free, wearable device holder to stabilize the device.  After step-by-step voice 
guidance for each posture, an objective balance score is automatically derived by sensing 
the individual’s movements using the device’s built-in accelerometer (Starling et al., 
2016).  Athletic trainers, physiotherapists, physicians, and other healthcare professionals 
can assess a patient’s KDBA. The reliability measures of the KDBA (ICC, 0.42) were 
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moderate to good. This lower-than-expected reliability can be partly attributed to the 
use of  old, young,, adult, healthy and active individuals with limited variability among 
participants (Krause et al., 2020).

Figure 4
 King-Devick Balance Application 

Standing Balance MyAnkle Application

MyAnkle is a free mobile phone application designed for patients to assess and 
track their standing balance. MyAnkle smartphone application was developed to assess 
standing balance as an alternative to the Berge Balance Scale for assessing overall 
balance between patients and healthy volunteers with eyes closed (Figure 5) (Shah et al., 
2016).  The validity and reliability of the MyAnkle smartphone app showed significant 
results when assessed with eyes closed. However, when the app was used with eyes 
open, no distinction could be made between patients and healthy subjects. Like the 
Biodex Balance system, one-week test-retest reliability appears insufficient for accurate 
follow-up, and clinicians should therefore be cautious with these findings (Abdo et 
al., 2020; Polechońsk et al., 2019). As cell phone technology advances and embedded 
accelerometers are developed, myAnkle may provide more robust measurements of 
standing balance. The position of the ankle may provide higher detection sensitivity in 
the execution of more difficult exercises. In terms of ease of application and feasibility, 
the ankle is a preferred application for the evaluation of balance and gait (Shah et al., 
2016).
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Figure 5
MyAnkle Application     

Assessing Postural Balance in Daily Life (Y-MED Application)

Y-MED is a smartphone application using an accelerometer sensor on a smartphone that
has been evaluated for reliability and validity used to assess postural balance in activities
of daily living. However, the validity and reliability of Y-MED for balance assessment
in patients old with chronic low back pain has not been validated (Amin et al., 2022).

Gait Analysis Method (OneStep Smartphone Application)

The OneStep app (Celloscope Ltd.) records data from a smartphone’s standard integrated 
inertial measurement unit (IMU) (sampling rate 100 Hz) and extracts time-oriented 
gait parameters based on the user’s movement/activity and the position of the device 
(left/right front or back pocket automatically detected) (Rozanski & Putrino, 2022). 
The recorded motion is converted into a digital representation  gait using OneStep’s 
proprietary algorithms (Marom et al., 2024). The machine learning models then determine 
various gait parameters from this representation. Note that calibration is not required. 
After segmentation of the gait cycle, variables such as cadence, speed, hip spacing, base 
width, stride and stride lengths, stance, and double support times can be calculated. 
Each recorded gait was categorized as “in-app” (initiated by the patient pressing the 
“Start (Walk) button’’     or background (collected automatically if movement activity is 
detected). The information is analyzed identically by the same algorithms and displayed 
on the user interface (Rozanski & Putrino, 2022). The full spatiotemporal results will be 
accessible by the assigned therapist.

An Outline of OneStep’s Gait Analysis Method:

The system converts the raw signals from the IMU into a standard representation of the 
user’s movements (patent application US20200289027A1) (Figure 6) (Shahar & Agmon., 
2021). First, the raw signal was divided into gait cycles. Then, the acceleration of each 
cycle was integrated into the displacement of the sensor along the cycle, considering the 
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orientation of the sensor in space.  This generates the sensor’s trajectory through each 
gait cycle in an inertial reference frame that moves at the sensor’s average velocity, thus 
constraining the sensor to achieve a closed-form trajectory with six degrees of freedom 
throughout the gait cycle (Christensen et al., 2022). As a result, this process produces a 
representation of each gait cycle based solely on the user’s movement and body position 
of the device. The matrix is divided into 100 units over time to provide a standardized 
representation in the form of a 6×100 matrix. The deep learning models then obtain this 
standardized representation of the motion and estimate values for various gait parameters, 
including spatiotemporal parameters, for each gait cycle. These models are based on 
regression models using convolutional layers trained on labeled data of gait parameter 
values and 6 degrees of freedom representations of the motion of the corresponding 
cycle (Christensen et al., 2022).

OneStep offers comprehensive solutions for digital physical therapy and remote 
motion analysis. Innovative technology transforms any smartphone into a clinically 
validated motion analysis lab. OneStep is a platform that can accurately capture more 
than 40 gait parameters and range of motion and functional movement assessments, 
such as Time Up-Go, without the need for wearable devices (Rozanski & Putrino, 2022).   
By analyzing patients’ movements throughout their daily life, it gains greater clinical 
insight into the patient’s condition and evidence of their true functional mobility outside 
the clinic. Using predictive analytics, OneStep is the app that tracks changes in gait 
trends over time that are associated with an increased risk of falls, providing healthcare 
professionals with information to intervene at the right time, every time.

Figure 6
One-Step Smartphone Application     

Movement Disorders (Mon4t Clinic Application)

The Mon4t Clinic Application (Encephalog) is used to perform standardized motor and 
cognitive tests. Using smartphone-integrated sensors (no additional hardware needed), 
quantitative biomarkers are obtained from each test. The Mon4t Clinic is also used to 
assess static posturography and tremors, along with cognitive tests. The Mon4t Clinic 
application was developed by Zhong et al (Figure 7) (Zhong & Rau, 2020). Mon4t 
uses the integrated triaxial accelerometer, gyroscope, and magnetometer found in any 
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standard smartphone to calculate gait parameters such as time up and go completion 
time, segment durations (e.g. stand up, turn), stride length, distance and step-to-step 
variability and more (Willemse et al., 2024).  Mon4t Clinic Application, 10-meter time 
up and go, Finger tapping test, Tremor, Static Balance, Cognitive-Stroop, Cognitive-
Verbal Memory test can be performed.

The Mon4t Clinic Application, an inclusive screening protocol, supports patient 
selection and increases the likelihood of enrolling suitable candidates. Subsequently, a 
quantitative assessment of motor and cognitive symptoms can reduce inter- and intra-
rater variability. The tests were performed using the participants’ smartphones as a 
medical device. The application will enable decentralized clinical trials that can last 
for several years. Furthermore, Mon4t’s platform can provide ready reference data for 
patients and healthy controls. Mon4t improves the result quality and shortens the time to 
market (Karlinsky et al., 2022). 

Figure 7
Mon4t Clinic Application     

Hand Rehabilitation (Hand Therapy Application)

Hand injuries are common. They account for up to 35% of accident and emergency 
admissions. The Hand Therapy application is an exercise prescription app that enables 
patients to access high-quality treatment information anytime and anywhere (Figure 8) 
(Gerber, 2009; Wang et al., 2017). The Hand Therapy smartphone app was developed 
by hand therapists at Chelsea Hospital Foundation Trust. It is designed with the patient’s 
experience in mind to provide quick access to treatment information and exercises on 
smartphones and tablets. The app offers tailored exercise programs to help patients 
identify the activities that are important to them. Our goal is to help patients return 
to optimal function or manage long-term conditions. The app’s design is perfect for 
clinicians working in busy clinics, as it can be downloaded quickly without an exhausting      
setup. Easy-to-follow videos ensure that exercises are performed correctly, which is 
crucial for successful outcomes. The app aims to empower patients to self-manage their 
recovery. This will save clinicians time and allow them to focus on other aspects of 
treatment (Gerber, 2009; Wang et al., 2017).
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Figure 8
Hand Therapy Application     

Back Pain Treatment (Kaia Back Pain Application)

The Kaia application (Kaia Health Software, Munich, Germany) is a multiplatform 
application for Android, iOS, and native web applications (Figure 9). The Kaia app was 
launched in September 2016. Classified as a medicinal product. It is an app available in 
the App Store (iOS), Google Play Store (Android) or as a native website. The application 
consists of three parts: (1) education program specific to back pain, (2) physiotherapy/
physical exercise practices, and (3) learning mindfulness/relaxation techniques (Figure 
3) (Huber et al., 2017). The programs are updated each day depending on the progress
of individual patients. In the education section, it includes specific training on pain and a
broad education process specific to back pain. There are more than 30 different training
units in the app. In the exercise section up to 5 exercises per day are designed for each
user and are ranked depending on the difficulty of the exercise (Priebe et al., 2020).
The content for each patient is compiled from a large history of exercises and skills
archived in the app and updated daily (or at each login). This content is continuously
adapted according to the patient’s information, practice, and progress.  Thus, the exercise
program and exercise content are tailored to the patient. The exercises are based on
German, international, and standard textbooks in the field. The section on mindfulness
and relaxation techniques includes units on breathing techniques, body analysis,
visualization, and progressive muscle relaxation. People who download the app must
provide information about the location and intensity of their back pain. Each day, users
who log in to the app are also asked to record their current pain level and the quality
of their sleep the previous night in a pain diary. The level of pain was recorded on an
11-point numerical scale (0=no pain, 10=excruciating pain). The quality of sleep was
rated on another 11-point scale (0=worst imaginable,10=best imaginable). The content
of the education section covered a wide range of educational content related to general
pain and specific pain types. There are over 30 different training units in the app. It is
based on content from current and standardized textbooks in the field, as specified in
over 30% international guidelines (Priebe et al., 2020).
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Figure 9
Kaia Back Pain Application      

Calf Raise Test (Calf Raise Application)

The Calf Raise app (CRapp) was developed for Apple (iOS) users to facilitate 
objective measurement, repetition of laboratory-based measurements that are difficult 
to measure in clinics, and standardization of the Calf Raise Test (CRT) (Figure 10) 
(Fernandez et al., 2023). CRapp uses computer vision algorithms to track a circular 
marker placed on an individual’s foot from videos.  While the algorithms have been 
shown to be valid and reliable for the following barbell movement during weightlifting 
compared to 3D motion capture, it has not yet been validated in its application to CRT. 
CRT is a test used in rehabilitation and sports medicine to assess gastrocnemius muscle 
function (Fernandez, 2023). In general, CRT results (i.e. repetitions, positive work, total 
height, peak height, fatigue CRapp index and peak power) can be easily obtained from 
video using this application in a clinical setting. The app can also provide step-by-step 
guidance on the correct form of the movement. For example, starting position: standing 
with feet shoulder-width apart. Descent: Lower the heels back down in a controlled 
manner. Repetitions and sets: recommendations for how many repetitions and sets to 
perform the exercise (Fernandez et al., 2023; Fernandez, 2023). 

Figure 10
Calf Raise Application      
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Physical performance tests (Short Training Session of the Physical Performance 
Battery)

Short Physical Performance Battery (SPPB) application is used in the field of 
physiotherapy to assess the physical performance of adult individuals by measuring their 
physical abilities such as walking speed, balance, sitting, and standing (Figure 11). In 
the clinic, these tests are preferred for detecting age-related physical decline, assessing 
adult individuals, monitoring physical decline, determining rehabilitation processes, 
comparing and researching treatment outcomes, and collecting data in clinical trials 
(Lauretani et al., 2019). However, physical performance measurements are important 
for not only assessing functional status but also monitoring the overall clinical evolution 
of older adults. The SPPB Test usually consists of three main parts: Gait Speed Test      
measures walking speed over 4 meters. Balance Test includes tests such as standing on 
one leg. Sit and Stand Test includes movements of up and sitting down. Each of these 
tests assesses an individual’s specific physical abilities and forms the basis of treatment 
plans (Amiss & Cottrell, 2022). This application is an available method to calculate 
the results of the SPPB functional test. There is no need to remember the end times 
for each score. The application is easy to use.  The SPPB is an easily applicable tool 
and the method of choice for assessing the ability to predict adverse health status like 
dependence on activities of daily living, hospitalization, frailty syndrome and death (de 
Fátima Ribeiro Silva et al., 2021).

Figure 11
Pelvic Floor Muscle Strength Test (Squeezy Application)
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Pelvic Floor Muscle Strength Test (Squeezy Application)

The Squeezy pelvic floor muscle exercise smartphone app (Propagator Ltd, London, UK) 
was released through the Apple App Store in September 2013. This is an evidence-based 
and peer-reviewed mobile device program designed to educate and  motivate women 
to do exercises to strengthen their pelvic floor muscles (Figure 12) (Robson, 2017).  
Squeezy is a mobile application for strengthening pelvic floor muscles. This application 
aims to increase pelvic muscle strength and eliminate various health problems by using a 
personalized exercise program.  With this application, a personalized exercise program, 
exercise guidance, progress monitoring, education, and information are provided. 
This application also has applications in physiotherapy for incontinence treatment and 
rehabilitation. It is particularly preferred to support home treatment processes and to 
facilitate individuals to exercise independently (Sudol et al., 2019).  Using the exercise 
library in this application, the physiotherapist can use different exercises and techniques, 
select appropriate exercises for the patient’s needs and teach them to the patient through 
the application. Feedback and corrections provide user feedback to assess whether 
the exercises are performed correctly. Using this feedback, physiotherapists can teach 
patients the correct techniques of exercises (Sudol et al., 2019).

Figure 12
Squeezy Application

Stroke Rehabilitation (ViaTherapy Application)

ViaTherapy is a health app used in physiotherapy. In order to enhance their physical 
health, the proposed app will provide users with various tools and resources (Figure 13) 
(Hancock et al., 2019) [45]. This app represents about 5 years of work by an international 
panel representing stroke and rehabilitation researchers and related disciplines, including 
clinicians from Medicine (Physiatry and Neurology) and Physical and Occupational 
Therapy. The primary target group of the proposed algorithm is the rehabilitation service 
providers who are actively involved in the rehabilitation of people with arm disability 
after stroke. Collective expertise spans research interests in epidemiology, motor 
control, and knowledge translation. The content of this application includes different 
exercise programs, patient monitoring and feedback tools, rehabilitation programs, 
and personalized training programs. ViaTherapy and similar applications increase the 
interaction between physiotherapists and patients and improve the efficiency of treatment 
processes. This application is used in Cerebral vascular disease rehabilitation to improve 
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upper extremity rehabilitation outcomes (Bernhardsson et al., 2023). In this application, 
specific exercise goals can be created for patients. These goals help patients to be 
motivated and increase their adherence to treatment. In addition, patients are motivated 
by receiving badges when they fulfill the specified tasks, thus ensuring the continuity of 
treatment (Hancock et al., 2019).

Figure 13
ViaTherapy Application

Results

In this section, information about the applications used in the field is provided.  The 
number of apps is very high, and the number of apps is increasing daily. Different levels 
of evidence suggest that digital physiotherapy evaluation can be compatible with face-
to-face physiotherapy rehabilitation evaluation and that the two types of assessment can 
results are pretty similar in terms of validity and reliability. The highest validity was 
observed for the limb, while the lowest validity was found for postural assessment and 
clinical observations. Variability and certainty of evidence suggest that digital evaluation 
should not completely replace face-to-face assessment, particularly in relation to key 
aspects of physiotherapy such as diagnosis. However, it suggests that it may be important 
for patients who are likely to benefit from remote access. There was a high level of 
agreement between the two types of assessment for several components suggests that 
digital physiotherapy assessment is a suitable alternative to face-to-face assessment. 
Digital applications may be a useful way to provide environmentally friendly access; 
however, having access to digital tools, technical skills and enough time are all things 
that may hinder widespread implementation of digital assessment [47,48]. Patients’ 
preferences and preferences for easier assessment methods that are more tailored to 
their needs should be considered. Despite expressing high satisfaction with digital 
assessment, most patients prefer face-to-face contact whenever possible. It would be 
great to look at some different views on how digital assessment could be a good thing 
for patients, physiotherapists and society. Furthermore, the level of evidence for digital 
physiotherapy assessment is limited, with certainty of evidence ranging from extremely 
low to high for the different assessment components examined. To get a clearer picture 
of the advantages of digital physiotherapy assessment, we need to do more research. 
(Morera et al., 2016).
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Introduction

Acupuncture accepts the body as a combination of soul and body, apart from a 
physical structure. It is a very successful treatment method in the treatment of chronic 
pain. Some of the factors in its success can be considered to evaluate the concept of 
organ functionally. Organs are alive in acupuncture; vitality is provided by life energy 
called dew. Pathogens that interrupt the flow that clogs the raw flow creates diseases. 
Acupuncture needles are immersed in special spots on Bonghan channels and regulate 
the raw flow by electron transfer (Lin et al., 2017). Acupuncture is a needling method 
and can be used in the treatment of many diseases such as chronic pain. The effects 
of acupuncture can be explained by neurophysiological studies. These effects are not 
only local effects, but also effects on general, central nervous system. The acupuncture 
needle spreads from the local needling through viscero-cutaneous, cutaneous-visceral, 
cutaneous-muscular reflexes. Thus, it provides a dermatomal effect. The acupuncture 
stimulation then reaches the upper centers via the medulla spinalis, and finally the 
periaquaductal neurons in the mesencephalon; β-endorphine, encephalin, serotonin are 
released. Acupuncture points are points in close relationship with the lymphatic system 
and vascular structures Acupuncture points are shown to have low electrical resistance 
points and calcium concentration increases as a result of needle stimulation of the point 
(Shang, 1989). 

With the needling of the acupuncture point, the transition from the brain to the spinal core, 
the thalamus, sensory cortex, periacuaductal neurons are activated and the pain control 
system is activated (Bear et al., 2007;  Guyton & Hall, 2007). Acupuncture stimulation 
stimulates endorphinergic and encephalinergic neurons, which are associated with the 
cortex and hypothalamus. With synaptic connections, serotonergic neurons in the bulb 
are activated (Merskey & Bogduk, 1994; Chen et al., 1996). 

Analgesia is also important neurotransmitters encephalin and serotonin (Pintov et al., 
1997). Encephalin is released from periaquaductal neurons in mesencephalon. It shows 
affinity for delta and mu1 receptors. In painful stimuli, their oscillations increase and 
play an important role in analgesic mechanisms. While the µ1 receptors are abundant in 
the raphe nucleus and periaquaduktal neurons, the delta and kappa receptors are located 
in the spinal cord. Enkefalins bind to µ1 receptors at the supraspinal level and to delta 
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receptors at the spinal level and show an analgesic effect. Encephalins have been shown 
to inhibit in the posterior cord on A delta and C fibers in the presynaptic and postsynaptic 
area (Guyton & Hall, 2007; Chen et al., 1996). Electroacupuncture has its analgesic 
effect on serotonin receptors (5-HT (1A) and 5-HT (3) (Chang et al., 2004). 

Pathological meridians were detected primarily with the diagnosis of pulse in each 
patient with chronic pain. Then the Yuan points of pathological meridians were pinned. 
In those with cervical discopathy, cervical Back-Shu points and other relevant points 
were used. The needles were immersed in a depth of 0.5-1 cun by taking the feeling of 
dew; He stayed for 20 minutes during the session. A current of 2 Hz was given with the 
electroacupuncture device over the needles.

In ear acupuncture, zero point, jerome, shen-men cervical vertebra and lumbal vertebrae 
points were used. Permanent vaccaria seed, magnetic ball, intradermal acupuncture 
needles were used in the ear.

UB-10; Tianzhu; It is in the posterior hairline, where M. Trapezius adheres to the lower 
edge of the occiput bone. It is at the level of C1-C2 vertebrae.

UB-13; The Feishi; It is the back-Shu point of the lung. The spinous protrusion of the T3 
vertebra is at the level of its lower edge, 

DU-14; The Dazhu; It is located under the processus spinous of the C7 vertebra.

DU-20; Baihui; both ears are at the intersection of the line drawn from the apex. This 
point is a general physiological and coordination point in every acupuncture treatment.

Also; Lumbar Back-Shu points were obtained in those with lumbar discopathy.

UB-21; Weishu; T12 vertebra’s spinous protrusion,.

UB-23; The Shenshen; The kidney’s Back-Shu point. The spinous protrusion of the L2 
vertebra is at the level of its lower edge, 1.5 cun lateral to the posterior midline.

UB-24; The Qiaish; the L3 vertebra is at the level of its lower edge

UB-25; The Dachangsh; The Large Intestine is the Back-Shu point. The spinous 
protrusion of the L4 vertebra is at the level of its lower edge, 1.5 cun lateral to the 
posterior midline. Krista iliaka is the upper limit.

UB-27; The Xiaochangsh; The Small Intestine is the Back-Shu point. 

UB-28; The Pangguangsh; It is the back-shu point of the bladder. At the level of the 2nd 
sacral foramen, 1.5 c from the posterior midline (Çevik, 2016). 

Homeopathy 

Intracellular pathological pathways; It seems logical to update it as homeopathy, which 
is a regulation treatment based on the principle of transforming energy level, substrate 
level, enzyme cofactor level, pH, enzymes (amount and activity) into normal biochemical 
pathways through processes such as compartmentalization and hormonal control. If this 
theory is accepted as true; Healing with homeopathic medicines should be as follows: 
It is achieved by the sick body emitting the frequencies of pathological pathways and 
processing pathological biochemical reactions, resulting in reduction and oxidation 
reactions according to these biochemical pathways. It should be acknowledged that what 
is meant by the law of similimum, the basic law of homeopathy, is that the frequencies 
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of homeopathic medicines match the frequencies of the patient. The sickening photons 
are canceled or the missing photons are added by the resonance effect until the normal 
frequency pattern is restored. This situation continues until the biochemical pathological 
pathway is healed. This is what determines potency and repetition time. The reason 
why medications are frequently given in acute diseases is; It is the active disruption and 
restoration of pathological pathways.

Example Studies of Pharmacodynamic Mechanisms

It is clear that further in vivo and clinical studies of these raw materials need to be carried 
out in order not to be overshadowed by the negative perspective on homeopathy. However, 
it should be noted that these raw materials are not commercially patentable, that is, they 
are not economically monopolized. A few notable examples of pharmacodynamic effects 
are as follows: 

- Podophilylum 4D-increases free radical production and reduces adhesion in human
neutrophil cells. The combined preparation (4D-6D) containing Arnica, Calendula,
Hypericum, Symphytum increases chemotaxis and cell movement in 3T3 fibroblasts.

- The combined preparation containing calcium fluoride, magnesium phosphate and
acidium silicium (6D-12D) induces osteogenesis in rat osteoballasts.

- The combination of magnesium phosphate and manganese phosphate (8D) causes a
decrease in free radical production in human neutrophils.

- Apis C3, C5, C7 The homeopathic composition containing (RWPE) causes gene
expression changes in different groups of human prostate cells.

- Gelsemium (C5 and C9); increases the production of neurosteroids in rat neurons.

- Lycopodium (C5); It induces apoptosis in cervical cancer HeLa cells.

- Mercurius sol. (C6); in mouse peritoneal macrophages; increases the production of
interferon G.

- Ruta (C6).

- (30D) Rhus Tox; It increases COX2 specific gene expression in primary mouse
chondrocytes, induces the inflammation response responsible for PGE2 release, inhibits
collagen 2 differentiator specific gene expression.

- Acon, Ars, Asa-f, Cal-C, Chelid, Cinnamon, Conium, Echinesia, Rhus-Tox- It has been
reported that the combination of Gelsemium, Ipec, Phos, Thuja, Sil, Sulph 7D-24 inhibits
TNF release in macrophages in human macrophage cells.

- Thuja 1M induces gene expression in DLA cells.

- Carcinocin C200 induces P53 gene apoptosis.

Effects of 12 Minerals

Nr 1 can be used for tissue hardening, scars, hardened lymph nodes, varicose veins, 
hemorrhoids, sagging, calluses, wounds, bruises, scratch marks, and nail bed infections.

Nr 2 can be used in the treatment of muscle cramps, muscle stiffness, stiff neck, tension-
type headache, barking cough in children, restless heartbeat, excessive sweating, and 
post-bone fracture.
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Nr 3 can be used for first aid purposes in injuries, contusions, sprains, infections, 
throbbing pains, redness, feeling of warmth, swelling, scratches, joint infection, acute 
pains, sunburn, burns (combined with nr 8).

Nr 4 can be used for cough accompanied by white mucus sputum, skin granules, capillary 
cracks, varicose veins, adhesions, in the extinguishing phase of the infection, and bursitis.

Nr 5 can be used for foul-smelling non-healing wounds, necrosis, ulcers, tissue crushing, 
extreme fatigue pain, tennis elbow, golfer’s shoulder, muscle fatigue, paralysis, and heart 
strain.

Nr 6 can be used for flaking in the corneal upper layer of the skin, inflammatory upper 
skin diseases (eczema, psoriasis, neurodermatitis), feeling of pressure in the upper 
epigastrium, and discharge from the nose and sinuses containing yellowish-brown 
mucus.

Nr 7 can be applied for lightning-like and shifting pains; gas cramps, menstrual complaints, 
nervous skin itching, headaches starting from the neck (forehead and temples), angina 
pains (around the heart).

Nr 8 can be used in cases where the moisture balance of the skin is disrupted (moist 
skin rashes), dry mucosa, cartilage degeneration with decreased fluid amount, fibers, 
ligament-tendon, gout disease, lumbar disc degeneration, and complaints after insect 
bites.

Nr 9 helps to restore acid-base balance and adjust tissue pH If it is found in sufficient 
amounts in cells and tissues, the body easily eliminates acidity and helps detox.

Nr 10: It is an important mineral in xenobiotic excretion. It resolves under-eye edema 
that cannot be eliminated during weight loss.

Nr 11 It contains silicon, broken nails, deep forehead lines are indicators of deficiency. 
There is sensitivity to light. When silicon support in the connective tissue decreases, 
bruising occurs easily, nails separate in layers, and sweat smells.

Nr 12 It treats not only acid but also other harmful substance excretion; it does this by 
increasing the permeability of the connective tissue.

Shussler mineral substances may be available on the market with different excipients 
and may have different tablet pressing pressures. Those that do not use wheat starch and 
do not contain gluten should be preferred.

According to Dr. Receweg’s homotoxin doctrine, diseases occur as a result of interaction 
with toxins. When all detox mechanisms of the organism are exhausted, toxins begin to 
accumulate first in the extracellular matrix and then in the intracellular environment. 
According to this mechanism, first acute diseases, then chronic diseases, and finally 
autoimmune diseases and cancer begin to emerge. The issue that Dr. Shüssler underlines 
is the loss and consumption of functional substances and building blocks and the depletion 
of stores of vitamins and bioactive substances. The common goal of all complementary 
treatments is to reverse these processes as much as possible. For this, the person must 
first be relaxed and then the waste-toxins must be detoxified; such as regulating nutrition, 
repairing scars and disruptive areas, arranging the sleeping area and lifestyle.
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Method

Mineral tablets for first aid purposes in cases of sprains and contusions can be dissolved 
in a little water, mashed and applied thickly to the damaged area. (For open and bleeding 
lesions, number 3 can be applied, if there is crushing and bruising, number 11 can be 
added to this)

Since in burns the body loses fluid rich in sodium and chloride; By immersing the burned 
part in cold melted nr 8 water, nr 3 can be added to meet the electrolyte needs of the cell 
fluid and to relieve the pain.

Odorless and non-irritating gel and cream gel forms can be applied locally for sensitive 
skin and can be easily tolerated. Water-based ointments may be preferred so that they 
can be easily absorbed through the oily layers of the skin. Paraffin, paraben, petroleum 
jelly, triethanolamine; Since they do not contain fragrance, they can be used on all types 
of sensitive skin. Ointment forms can be applied in a thin layer, especially before going 
to bed at night, and covered with a thin gauze. Cream-gel forms, on the other hand, have 
a more effective use on the mucosa because they have a hydrophilic ointment liquid with 
a low oil content.

Zinc Preparations 

Zinc Sulfate: The most used and least absorbable preparation, may cause stomach 
complaints and conspolition. 

Zinc Picolinate: The Form with the best absorption 

Zinc Gluconate: Absorption is good 

Zinc Citrate: Good absorption, good taste 

Zinc Bisglicinate: Absorption is quite good 

Zinc Acetate: Available in lozil form 

Zinc Oxide: Available in pomad form, used in wound care 

Graphites also in Restless Leg Syndrome is also used.

Graphites: 

* pain in the back, arms and legs,

numbness in hands, cramps in legs, arthritis

* thickening, hardening, deformities in the nails

* Calluses on hands and knees, wrists, cold extremities, hot feet, bad smell, feeling of 
taking the foot out of bed.

Kalium Bromatum:Used in restless hand movements. The patient shakes his hands, his 
hands are fidgety, he looks restless. He tries to relieve his restlessness by constantly 
moving his hands and fingers. There may be numbness throughout the body. Can also be 
used in Night terrors (like stramonium)

Magnesium carbonicum: There is also restlessness in the legs here, the reason is severe 
pain. These people cannot sleep due to extreme pain. There is a different uneasiness than 
Zincum.
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*Pain is at the forefront in Mag-Car.

*In Zincum, there is restlessness due to the urge to move.

Zincuım Metallicum  

Restlessness, abnormal and involuntary movements, twitching and even convulsions

Hypersensitivity of the nervous system is a distinctive feature of the zincum group of 
remedies.

In the beginning, there is overstimulation and mental overactivity in the mind. This state 
of hyperarousal is often followed by collapse, resulting in mental dullness, dissatisfaction, 
deep depression, and even suicidal thoughts. While initial excessive mental arousal 
creates an angry, angry and violent state, mental activities slow down over time, and 
mental deterioration such as slowness of speech, scattered - disjointed thoughts, use 
of wrong words and confusion develops.Over time, functional deficiency of Zinc, the 
most essential mineral for the brain, becomes evident.There are many complaints on the 
mental level in Zincum.

At the beginning: There is a lot of arousal, sensitivity, irritability, anger

Dissatisfied, complaining about everything, unsatisfied people

There are too many thoughts in the head, the connections between thoughts break down 
over time.

After: There is difficulty in understanding, he cannot understand what is asked 
immediately, he first repeats the question and then says the answer (ecospeech).

Mistakes in speaking and writing

Depression and suicidal ideation

Thoughts of death comfort the patient, but if these thoughts continue, he may attempt 
suicide.

General worsening after suppressed skin rashes, cortisone medications used for eczema, 
etc.

Feeling good during the period: general deterioration as a result of suppression of 
menstruation

Restlessness is felt especially in the feet and legs

Contractions in a single muscle group, twitches, tremors, fasciculations, convulsions, 
tremors occurring in Parkinson’s disease, facial tics

Headache occurs especially in the occipital region at the back of the head. It is relieved 
by applying pressure or tying it tightly. Its severity increases after drinking wine and 
alcohol.

Due to the hyperactivity in the GI tract, there is severe hunger and overeating that occur 
at 11:00 am. Sometimes indigestion and vomiting may occur after eating.

Difficulty urinating, especially unable to urinate while standing, urinating more easily 
when sitting or leaning back
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Urinary incontinence during convulsions, after coughing or sneezing

Premature ejaculation in men, increased sexual desire

Restless children constantly move their legs and feet, they cannot fall asleep at night, 
there may be sudden movements and contractions in the muscles even during sleep.

Peripheral neuropathy, numbness or burning.

Zincuım Phosphoricum

There is great reluctance to do anything mentally. They do not want to read books, study, 
think, or comment. Doing these causes great fatigue and as a result, reluctance occurs 
and they become failure and lazy. 

Having lustful dreams, increased sexual desire

Severe nervous tremors

There is vertigo that gets worse when lying down, the patient is irritable.

Phosphor structure has zincum properties. Someone who is lively, attractive and has 
increased sexual desire as a phosphor structure, has poor memory and concentration as a 
zincum characteristic, overeating, especially around 11:00.

Restless legs, dullness in the brain, lack of concentration, excessive hunger and 
overeating at 11.00 o’clock, attractive young girls, menstrual delay, first menstruation 
has not started yet, Zinc phos can be given here.

Zincum also delays the onset of the first menstrual period.

Phosphorus, tuberculinum and calcarea have early puberty.

In Calcarea, there is actually a delay in normal development such as walking, speaking, 
teething, and the first occurrence of menstruation occurs early. So there is Puberty Precox

Discussion

There are many Cochrane reviews on non-pharmacological interventions for pain 
and many Cochrane reviews evaluating acupuncture treatment under pain conditions 
(Manchikanti et al., 2017). 22 relevant Cochrane reviews were found, concluding that 
some acupuncture therapy concluded that it was probably useful for the treatment of 
certain pain conditions. Most of the opioid uses (80%) used in painful conditions in 
America result in addiction, and after a while tolerance problems arise (Singh, 1999). 

Non-steroidal anti-inflammatory drugs used non-opioid have gastrointestinal system 
problems, nausea, abdominal pain, stroke, heart attack, kidney failure and acute and 
chronic bleeding side effects (Singh, 1996). Among rheumatoid arthritis (RA) and OA 
patients alone, there are 16,500 deaths per year from NSAID-related gastrointestinal 
complications, and as of 2000, 25% of adverse drug reactions reported have been linked 
to prescription NSAID use (Singh, 2000). It is recommended by the Disease Control 
and Prevention Centers (CDC) and the USA as the first line of care. Centers such as 
the FDA, National Institutes of Health (NIH) make acupuncture among the first non-
pharmacological methods to be tried at the top of the list in the treatment of pain (Ernst 
& White, 2001). As a result of systematic reviews and surveys, acupuncture proved to be 
reliable when performed by appropriately trained people (White, 2004). 



218 Copyright © 2024 by ISRES Publishing

 
                                             New Generation Technologies and Sustainability in Health:Current Studies

Vickers et al. found acupuncture superior to sham group in pain and functions. It was 
observed that the effect of acupuncture continued with a decrease of approximately 
15% when monitored for 1 year. 
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Introduction

Today, medical image processing has become one of the most important functions of 
modern medicine. Medical imaging methods offer significant convenience in many areas 
such as diagnosis of diseases, treatment planning, and monitoring of patients. These 
techniques provide an auxiliary specialty for doctors to study the internal structure of 
the human body in detail. In this way, processes such as early diagnosis of diseases, 
treatment process and monitoring of the general health status of patients can be carried 
out more precisely and reliably (Li et al., 2023).

Medical imaging methods allow diseases to be detected in the early stages. For 
example, the practice of mammography plays a vital role in the early detection of breast 
cancer. Similarly, computed tomography (CT) and magnetic resonance imaging (MRI) 
are crucial in the early detection of various types of cancer and other serious diseases 
(Remeseiro & Bolon-Canedo, 2019).

Medical images help doctors more accurately create treatment plans for patients. 
Radiotherapy, surgical interventions, and other treatment methods can be applied 
more sensitively, reliably, and effectively thanks to medical images. In addition, the 
effectiveness of the treatment process can also be monitored through these images, so 
that treatment strategies can be revised if necessary (Sharma et al., 2020).

Imaging techniques play a major role in planning and performing surgical 
interventions. Especially in minimally invasive surgeries, surgeons can perform more 
precise and safe operations by using medical images before and during the operation. In 
the management of chronic diseases, regular monitoring of patients provides monitoring 
of the course of the disease. In this way, the progression of diseases and responses 
to treatment can be continuously monitored and treatment processes can be adjusted 
accordingly (Wang et al., 2021).

Chapter 14
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 In recent years, the development of artificial intelligence and machine learning 
techniques has increased the efficiency and accuracy of medical image processing. 
Artificial intelligence-based algorithms analyze large data sets, allowing for the 
development of more accurate diagnoses and prognostic models. These technologies 
minimize errors caused by the human factor, especially in the analysis of complex 
images, and accelerate the diagnostic processes (Mohd Sagheer & George, 2020). 

In the future, medical image processing is expected to become even more 
important. Technological advances will allow for the development of higher resolution 
and more detailed imaging techniques, while artificial intelligence applications will 
further improve diagnosis and treatment processes. In addition, it is envisaged that 
medical image processing, along with personalized medicine approaches, will play a 
central role in the creation of patient-specific treatment plans (Mohd Sagheer & George, 
2020).

In recent years, artificial intelligence and deep learning techniques have 
revolutionized the field of medical image processing. These technologies offer significant 
advantages in many areas such as analysis, classification, segmentation, and anomaly 
detection of medical images. Artificial intelligence and deep learning accelerate medical 
image processing processes, improve their accuracy, and provide healthcare professionals 
with more reliable diagnostic and treatment options (Rizwan I Haque & Neubert, 2020).

This chapter comprehensively discusses the use of artificial intelligence techniques 
in the field of medical image processing. Medical imaging techniques, which are one of 
the cornerstones of modern medicine, offer indispensable tools in critical processes such 
as early diagnosis of diseases, treatment planning, and monitoring of patients. Artificial 
intelligence and deep learning have the potential to improve the quality of healthcare by 
increasing the accuracy and effectiveness of these processes. In this section, the effects of 
artificial intelligence and deep learning techniques on medical image processing, current 
applications and future perspectives will be examined in detail. The department aims to 
provide information and examples for academics, researchers, and health professionals 
to help them understand innovations and practices in this field.

Medical Imaging Techniques

X-ray

X-ray imaging is a medical imaging technique that examines the internal structure of 
the human body using electromagnetic radiation. X-rays were discovered by Wilhelm 
Conrad Rontgen in 1895 and have been widely used in medical imaging ever since 
(Zhao et al., 2024).

 X-rays are electromagnetic waves with a very short wavelength and high energy. 
These rays are absorbed in different amounts by tissues of different densities as they 
pass through the body. As X-rays pass through body tissues, they are more absorbed 
by dense structures such as bone, but less by soft tissues and air-filled cavities. These 
different levels of absorption create a contrast on the detector, creating an image. The 
bones appear white, the air-filled cavities appear black, and the soft tissues appear in 
shades of gray. X-rays are produced by accelerating electrons into a metal target in an 
X-ray tube. The resulting X-rays pass through the body and fall on the detector or film, 
and in this way, the image is obtained. An example of an X-ray image is shown in Figure 
1.
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Figure 1 
X-ray Imaging (X-Ray, 2024)

It is widely used in the diagnosis of bone fractures, dislocations, deformities, 
and other diseases of the skeletal system. It is also important in the evaluation of joint 
and spine problems. It is used in the diagnosis and monitoring of lung diseases (e.g., 
pneumonia, tuberculosis, and lung cancer). Chest X-rays also provide information about 
heart enlargement and other mediastinal structures. It is used in the diagnosis of dental 
and oral diseases such as dental caries, periodontal diseases, tooth root infections, and 
problems with jawbones. It is a special X-ray imaging technique used in the early diagnosis 
of breast cancer. It provides detailed images of breast tissue and helps detect masses and 
microcalcifications. It is a technique that provides live X-ray imaging. This method is 
used during interventional procedures such as examinations of the gastrointestinal tract, 
angiography, and catheter insertion. It is used in the evaluation of intra-abdominal organs 
(for example, intestinal obstruction, stones, and foreign bodies) (Zhao et al., 2024).

X-ray imaging is a fast and easy-to-apply technique. It is cost-effective. It provides 
high accuracy in the diagnosis of skeletal systems and some soft tissue diseases. It is 
necessary to limit exposure due to the use of ionizing radiation. Since soft tissue contrast 
is low, it may be insufficient for a detailed evaluation of some organs and tissues. It 
should be used with caution during pregnancy.

Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is a medical imaging technique that creates detailed 
images of the body’s internal structure using strong magnetic fields and radio waves. 
Body tissues are largely made up of water, and the hydrogen atoms in water molecules 
contain protons (Al-Lami et al., 2024). The MRI machine aligns the magnetic moments 
of these protons by creating a strong magnetic field. An example of an MRI image is 
shown in Figure 2.

Figure 2 
MRI Imaging (MRI, 2024)

The device sends a short pulse of radio waves. These radio waves disrupt the 
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protons’ aligned state, absorbing their energy and causing them to rotate. When the 
radio wave is interrupted, the protons try to return to their original alignment. In this 
process, they release energy, which is detected by the detectors of the MRI machine. 
The alignment times (relaxation times) of protons vary depending on the type of tissue 
and environmental factors. The collected signals are processed by a computer to create 
detailed cross-sectional images of different tissues. MRI can provide cross-sectional 
images from a variety of angles (transverse, longitudinal, and diagonal) (Al-Lami et al., 
2024).

MRI plays an important role in a wide range of medical diagnoses because it is a 
non-invasive technique and does not use radiation. MRI is considered the gold standard 
in diagnosing diseases of the brain and spinal cord. Brain tumors, stroke, multiple 
sclerosis (MS), cerebrovascular diseases, and degenerative diseases can be visualized 
in detail with MRI. MRI provides detailed and accurate information in imaging joints, 
muscles, tendons, and connective tissues. Sports injuries, arthritis, soft tissue tumors, 
and bone infections can be detected by MRI. MRI is an important tool in the structural 
and functional evaluation of the heart. It is used in the diagnosis of heart muscle diseases, 
heart valve diseases, and congenital heart diseases. Cancer diagnosis and staging can be 
done with whole-body scans. The size, location, and spread of tumors can be determined 
by MRI. Treatment response can also be monitored. It is used in the evaluation of liver, 
pancreas, biliary tract, and intestinal diseases. It is especially useful in conditions such as 
inflammatory bowel diseases and cirrhosis of the liver. It is used in the evaluation of the 
pelvic organs (uterus, ovaries), especially in the diagnosis of endometriosis, fibroids, and 
ovarian cysts. It can also be used in combination with mammography in breast cancer 
screening (Al-Lami et al., 2024).

MRI does not use radiation, so it is safe, especially in pediatrics and pregnancy. 
It provides detailed and clear images with high soft tissue contrast. It can distinguish 
various types of tissues and their abnormalities with high accuracy. Metal implants can 
be incompatible with pacemakers and other ferromagnetic devices. It is cost-effective 
and the shooting time is longer than other imaging methods. It can create discomfort for 
patients with a fear of confined spaces (claustrophobia).

Computed Tomography

Computed Tomography (CT) is an advanced medical imaging technique that creates 
cross-sectional images of the body’s internal structures using X-rays. The CT scanner 
consists of X-ray tubes and detectors arranged in the form of a ring. X-rays are absorbed 
at different rates by tissues of different densities as they pass through the body. A CT 
scanner scans a specific area of the body in multiple sections (slices). These sections 
are a combination of images of X-rays taken from different angles. The collected data 
is processed by a computer to create detailed, cross-sectional images of the body’s 
internal structures. These images allow the creation of a three-dimensional model of 
a specific region. In some cases, contrast agents (ionic or non-ionic) may be used for 
clearer imaging of blood vessels, organs, or tissues. These substances absorb X-rays 
better, highlighting certain structures (Navran et al., 2024). An example of a CT image 
is shown in Figure 3.
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Figure 3  
CT Imaging (Tomography, 2024)

CT scans have a wide range of applications in various fields of medicine. In trauma 
patients, CT scans are used to quickly and accurately assess internal bleeding, organ 
damage, or fractures. It is vital for brain hemorrhages, strokes, and other emergencies. 
CT is a fast and effective method for diagnosing brain and spinal cord diseases. Brain 
tumors, hemorrhages, strokes, aneurysms, and infections can be detected by CT. CT 
scans play a critical role in cancer diagnosis, staging, and monitoring of treatment 
response. The size, location, and spread of tumors can be evaluated in detail. It is used in 
the evaluation of the heart and coronary arteries. It is an important tool in the diagnosis 
of coronary artery disease, heart failure, and other heart diseases (Navran et al., 2024).

CT scans are commonly used in the diagnosis and monitoring of lung diseases (e.g., 
lung cancer, pneumonia, and emphysema). It is also effective in assessing emergencies 
such as pulmonary embolism. It is used in the evaluation of the liver, pancreas, kidneys, 
and other abdominal organs. Intra-abdominal tumors, stones, inflammations, and 
other pathologies can be visualized with CT. CT scans provide detailed and accurate 
information in the evaluation of bone fractures, joint diseases, and bone tumors. It is 
also used for surgical planning and monitoring. CT angiography is used to evaluate 
blood vessels. Aneurism, stenosis, and other vascular pathologies can be detected by CT 
angiography.

CT scans provide fast, high-resolution images. It can view bone, soft tissue, and 
blood vessels in detail. Ideal for rapid diagnosis and treatment planning in emergencies. 
Better visualization of certain structures can be achieved with contrast agents. It uses 
ionizing radiation, so limiting exposure is necessary. There is a risk of allergic reactions 
to contrast agents. It should be used with caution during pregnancy. It is a costly method 
and in some cases, alternative methods such as MRI may be preferred.

Ultrasonography

Ultrasonography is a medical imaging technique that creates images of the internal 
structures of the body using high-frequency sound waves. The use of sound waves makes 
this method radiation-free and safe (Meomartino et al., 2021).

 The ultrasound device uses a transducer (probe) containing piezoelectric crystals. 
These crystals, when excited by electric current, produce sound waves of high frequency 
and send these waves to the body. Sound waves sent to body tissues are reflected from 
tissues of different densities and properties (create echoes). These reflections are again 
detected by the transducer and converted into electrical signals. The received electrical 
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signals are processed by the ultrasound device and converted into real-time two-
dimensional or three-dimensional images of the internal structures of the body. These 
images can be viewed and saved on the monitor. Doppler ultrasound is used to provide 
information about blood flow and mobile structures. The Doppler effect determines the 
speed and direction of blood flow by measuring the frequency changes of sound waves 
reflected from motile blood cells (Meomartino et al., 2021).

Ultrasonography is widely used in various fields of medicine with a wide range 
of applications. Pregnancy follow-up and fetal development assessment. It provides 
information about the position, age, sex, and health status of the fetus. An assessment 
can be made about the condition of the placenta, amniotic fluid, and uterus. It is used 
in the diagnosis of gynecological diseases, cysts, and tumors. It is used in the diagnosis 
and monitoring of cardiovascular diseases. Evaluation of heart valves, heart muscle, 
and heart cavities. With echocardiography, the functions and structural anomalies of the 
heart are visualized. An example of an ultrasonography image is shown in Figure 4.

Figure 4
Ultrasonography Imaging (Chen et al., 2013)

Evaluation of abdominal organs such as liver, gallbladder, pancreas, kidneys, 
spleen, and bladder. Diagnosis of stones, tumors, cysts, inflammation, and other 
pathologies. Examination of the thyroid gland, lymph nodes, and neck structures. 
Detection of thyroid nodules, cysts, and tumors. Evaluation of muscle, tendon, connective 
tissue, and joint structures. Diagnosis of sports injuries, tendonitis, bursitis, and other 
soft tissue problems.

Abdominal, brain, and hip ultrasonography in infants and children. Detection and 
monitoring of congenital anomalies. Evaluation of the kidneys, bladder, prostate, and 
testicles. Diagnosis of stones, cysts, tumors, and prostate diseases. Evaluation of blood 
vessels and blood flow. Detection of thrombosis, aneurysm, stenosis, and other vascular 
diseases. Ultrasonography does not contain radiation, so it can be used safely in pregnant 
and pediatric patients. It provides real-time imagery, which allows monitoring of moving 
structures and dynamic processes. It is cost-effective and has wide accessibility. It is a 
non-invasive and usually painless method. Sound waves may be insufficient to visualize 
tissues behind structures such as air or bone. Detailed imaging of deep tissues can be 
difficult. It is a user-dependent method; Operator experience and skill can affect image 
quality.

Pozitron Emissions Tomography

Positron Emission Tomography (PET) is an advanced nuclear medicine imaging 
technique that visualizes the biological functions of the body using radioactive materials.  
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PET scans use biological molecules (usually glucose, water, or oxygen) labeled with 
positron-emitting radioactive isotopes. These isotopes have short half-lives and are 
usually analogs of substances naturally present in the body. Radioactive isotopes emit 
positively charged particles called positrons. These positrons collide with electrons in 
the body and enter the annihilation process, during which two gamma photons with an 
energy of 511 keV are emitted. Detection of Gamma Photons: The PET scanner consists 
of detectors arranged around the body. The reciprocal gamma photons emitted because 
of annihilation are detected by the detectors and the source points are determined by 
measuring the time differences of these photons reaching the detectors. The collected 
data is processed by a computer and converted into three-dimensional images of the 
body’s biological functions. PET images show the distribution of metabolic activity, 
blood flow, and other biochemical processes (Katal et al., 2024). An example of a PET 
image is shown in Figure 5.

Figure 5 
PET Images (Kumabe et al., 2015)

 PET scans have a wide range of applications, especially in the fields of oncology, 
neurology, and cardiology. PET is used in cancer diagnosis and staging, based on the 
principle that cancerous cells show an increase in glucose uptake due to their high 
metabolic activity. FDG-PET (fluorodeoxyglucose-PET) is particularly common. PET is 
used to determine the location of primary tumors and metastases. It helps in the planning 
of treatment and the direction of surgical interventions. Changes in the metabolic activity 
of tumors after chemotherapy, radiotherapy, or immunotherapy can be monitored with 
PET.

 PET is used for early detection and monitoring of Alzheimer’s disease, Parkinson’s 
disease, Huntington’s disease, and other neurodegenerative diseases. Changes in glucose 
metabolism and neurotransmitter levels in the brain are displayed. It is used for the 
determination of epileptic foci and surgical planning. It is used to investigate biochemical 
changes in the brain in schizophrenia, depression, and other psychiatric disorders.  P E T 
is used to evaluate blood flow (perfusion) and oxygen utilization of the heart muscle. It 
helps in the diagnosis of coronary artery disease, ischemic heart disease, and myocardial 
infarction. It is used to determine living heart tissue (viability) and to identify areas 
of ischemia. PET can image biological and metabolic activities in high resolution. It 
provides high accuracy in diagnosing early-stage diseases and monitoring treatment 
response. Since it provides functional imaging, it provides more comprehensive 
information when used in conjunction with anatomical imaging techniques (CT and 
MRI). It uses radioactive substances, so limiting exposure and careful handling is 
necessary. It is costly, and logistical challenges can be experienced due to the short half-
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life of radioactive isotopes. Contrast resolution may be limited, and in some cases may 
need to be supplemented with other imaging methods (Katal et al., 2024).

Artificial Intelligence Algorithms and Techniques

Image segmentation is the process of distinguishing between different regions or objects 
in an image, and it occupies an important place in the field of artificial intelligence. It 
is especially used in areas such as medical imaging, autonomous driving, and object 
recognition.

U-Net

U-Net is a convolutional neural network (CNN) architecture developed specifically 
for medical imaging data. It was introduced in 2015 by Olaf Ronneberger and 
colleagues. U-Net has a “U” shaped structure and consists of two main parts: an encoder 
(downsampling) and a decoder (upsampling). While the encoder part gradually reduces 
the images by extracting features at lower resolutions; The decoder part is used to 
bring these properties back to the original resolution. U-Net is notable for its ability to 
reconstruct low-resolution details in high resolution. It performs particularly well on 
limited data sets and is widely used in medical imaging applications. Medical image 
segmentation (e.g., tumor detection and organ segmentation) is used in areas such as 
biomedical imaging (Liu & Wang, 2024).

Mask R-CNN

Mask R-CNN is a deep learning model that can perform object detection and segmentation 
tasks simultaneously. Mask R-CNN is an extension of Faster R-CNN and uses the RoIAlign 
(Region of Interest Alignment) method for object detection (Sapkota et al., 2024). Mask 
R-CNN makes a classification, a boundary box prediction, and a segmentation mask 
prediction for each object. It performs both object detection and segmentation tasks with 
high accuracy. It precisely defines the boundaries of objects and produces segmentation 
masks at the pixel level. It is used in areas such as object detection and segmentation, 
autonomous driving, video analytics, and industrial automation (Aljabri & AlGhamdi, 
2022).

DeepLab

DeepLab is a set of convolutional neural network architectures specifically targeted to 
achieve high-quality segmentation results. It was first introduced in 2015 and is available 
in several versions (DeepLabv1, DeepLabv2, DeepLabv3, and DeepLabv3+). By using 
“atrous” (or “dilated”) convolutions, DeepLab is enabled to process a larger area with a 
smaller number of parameters. DeepLabv3+, on the other hand, tries to capture details 
better with its encoder-decoder structure. It provides detailed segmentation results at 
high resolution. It performs well for a variety of image resolutions and object scales. 
Semantic segmentation is used in areas such as urban planning and agriculture imaging 
(Zhan & Chen, 2024).

SegNet

SegNet is a convolutional neural network designed specifically for segmentation tasks. 
It was introduced in 2015 by Vijay Badrinarayanan et al. SegNet has an encoder-decoder 
structure. In the encoder section, the properties are extracted and in the decoder part, 
these features are converted into detailed segmentation masks. SegNet implements 
“max pooling” and “unpooling” at each level of feature maps. It preserves the details of 
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images in high resolution. It is especially successful in applications such as urban image 
segmentation and road networks. Semantic segmentation is used in areas such as urban 
planning and traffic analysis (Jonnalagadda & Hashim, 2024).

Fully Convolutional Network

Fully Convolutional Network (FCN) is an approach that transforms classification 
networks into segmentation networks by replacing convolutional neural networks with 
completely convolutional layers. It was introduced in 2015 by Jonathan Long and his 
friends. Instead of classification using standard CNNs, FCN ensures that each pixel 
receives a class label. Convolutional layers can process images in high resolution. Thanks 
to its completely convolutional structure, it provides flexibility and high-resolution 
segmentation. It is used in areas such as semantic segmentation and image analysis (Wan 
et al., 2024).

Image Classification

Image classification is the process of dividing an image into specific categories and has 
an important place in the field of deep learning. One of the commonly used artificial 
intelligence algorithms in image classification is Convolutional Neural Networks 
(CNNs). CNNs are deep learning models specifically designed to process and classify 
image data (Liu et al., 2023).

Convolutional Neural Networks

Convolutional Neural Networks (CNNs) is an artificial neural network architecture 
developed to process image data. It is very effective in learning the local relationships 
and characteristics within the images. The CNN architectural structure consists of 4 
basic layers. Convolutional layers use small, animated kernels to extract features (edges, 
corners, and textures) from images. Filters create feature maps by scrolling over the 
image. Activation layers, usually activation functions such as ReLU (Rectified Linear 
Unit), make the values obtained after the convolution process non-linear. Pooling 
operations, such as pooling layers, max-pooling, or average-pooling, reduce the size 
of feature maps and summarize important information. This improves the overall 
performance of the model and reduces the computational cost. Fully connected layers, 
after the properties are extracted, these properties are assigned to specific classes using 
fully connected layers. These layers enable the neural network to be converted into 
output classes (Raquib et al., 2024).

CNNs can learn local features in images and infer higher-level meanings by 
combining those features. Convolutional filters use the same filter on the entire image, 
reducing the number of parameters and enabling more efficient learning. It performs 
well with large data sets and deep network structures, making more complex and 
diverse classification tasks possible. It is successfully used in areas such as human face 
recognition, object recognition, facial expression analysis, disease detection, tumor 
classification, and organ segmentation. Popular CNN architectures; LeNet-5, AlexNet, 
VGGNet, ResNet and Inception applications (Abut et al., 2024).

Feature Extraction and Selection

Medical imaging is a tool used to diagnose and monitor a variety of health problems, and 
extracting meaningful information from these images is critical. Feature extraction is a 
technique used to extract meaningful information from images. In medical images, this 
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process allows the identification of diseased areas, organ structures, or other important 
signs. Methods such as noise removal and normalization are used as image pre-processing 
processes. Texture properties, shape features, color features, and quantitative properties 
are used to extract features (Nagarajan et al., 2016).

Anomaly Detection

Anomaly detection in medical images is critical for the early and accurate identification 
of diseases and pathological changes. Artificial intelligence and machine learning 
techniques make this process more effective. Deep learning methods are used especially 
in processes such as cancer diagnosis, determining the location and size of tumors, 
and classifying abnormal tissue regions. Autoencoders are used in anomaly detection, 
especially in determining the deviations of images from normal (Durairaj et al., 2024). 
Generative Adversarial Networks (GANs) are used in processes such as creating and 
detecting anomalies in medical images, especially in the simulation and detection of 
rare diseases. One of the machine learning methods, Support Vector Machines (SVM) 
anomaly detection can perform especially when working on high-dimensional features 
and small data sets. Decision Trees and Random Forest are especially used in anomaly 
detection and classification tasks in data sets. K-Nearest Neighbor (K-NN) is used in 
anomaly detection and classification processes in medical images. Image Processing 
Techniques are used in the detection and analysis of tumors or lesions (Huérfano-
Maldonado et al., 2023).

Application Areas

Disease Diagnosis

Artificial intelligence is creating a major revolution in the diagnosis of diseases in the 
field of medicine. The use of artificial intelligence in the early diagnosis and management 
of serious health problems such as cancer, heart disease, and neurological disorders is 
rapidly becoming widespread.

Image processing and deep learning methods are successfully used in cancer 
diagnosis. Artificial intelligence is used to detect tumors and abnormal tissues in X-rays, 
mammography, CT, MRI, and pathology images. In particular, CNNs are widely used 
in this field. By extracting features such as the size, shape, and texture of the tumor 
from medical images, it can classify the type and stage of cancer using these features. 
Artificial intelligence can be used in the genetic profiling of cancer and the creation of 
individual treatment plans. By extracting meaningful biomarkers from genomic data, 
it is possible to identify the type of cancer and offer personalized treatment options 
(Ganeshkumar et al., 2022).

In diagnosing heart diseases, artificial intelligence is used in echocardiography 
and cardiac MRI images to analyze heart structures and functions. This evaluates heart 
muscle abnormalities, valve problems, and blood flow. Deep learning algorithms are 
very good at detecting arrhythmias and other heart rhythm disorders from ECG data. By 
analyzing electronic health records (EHR) and other patient data, AI can identify heart 
disease risk factors and make early diagnoses. Machine learning algorithms use this data 
to build risk prediction models (Ganeshkumar et al., 2022).

In diagnosing neurological disorders, artificial intelligence is used in brain 
MRI and CT images to detect abnormalities and diseases in the brain. It is used in the 
diagnosis of neurological disorders such as Alzheimer’s, Parkinson’s, and MS (Multiple 
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Sclerosis). By analyzing fMRI data, which evaluates brain activity, it can detect early 
signs of neurological diseases. Artificial intelligence can be used to identify and analyze 
biomarkers that can be used in the diagnosis of neurodegenerative diseases. By analyzing 
the clinical signs and test results of neurological disorders, artificial intelligence can 
improve the diagnosis and prognosis of diseases (Pandya et al., 2019).

Detecting diseases in their early stages increases treatment success rates. Artificial 
intelligence can create personalized treatment plans by analyzing individual patient 
data. In addition, it can quickly and accurately analyze large amounts of medical data, 
reducing the workload of healthcare professionals and improving diagnostic accuracy. 
In addition to these, the privacy and security of medical data is an important issue in 
artificial intelligence applications. The decisions of the models need to be understandable 
and explainable. The integration of artificial intelligence solutions into clinical settings 
and adoption by healthcare professionals can take time (Pandya et al., 2019).

Current Research and Developments

Medical image processing is making great strides with the rapid development of artificial 
intelligence and deep learning techniques. Next-generation deep learning models such 
as Vision Transformer (ViT) and Swin Transformer are achieving great success in 
image processing tasks. These models show better anomaly detection and classification 
performance in medical images. Models trained on large data sets are adapted to the field 
of medical imaging using transfer learning, thus achieving high performance even in 
small data sets (Fu et al., 2024).

Combining different medical imaging modalities such as MRI, CT, PET, and 
ultrasound allows for more comprehensive and accurate diagnoses. These techniques 
combine the strengths of different images to improve diagnostic accuracy. The 
combination of data from different imaging modalities allows for more comprehensive 
analyses and more reliable diagnoses (Yang et al., 2024). 

Real-time image analysis techniques are being developed for surgical robots and 
other medical devices, thus providing instant decision support systems during surgery. 
Artificial intelligence-supported systems provide instant feedback to doctors in diagnosis 
and treatment processes, helping them to make faster and more accurate decisions. 
Autonomous devices powered by artificial intelligence automate imaging processes, 
resulting in faster and more accurate results. These devices provide great advantages, 
especially in remote areas or where resources are limited. Robotic systems provide 
accurate and reproducible imaging positions, increasing image quality, especially in 
surgical interventions (Demirkol et al., 2024).

Quantum computing is opening new horizons in the field of medical image 
processing. Quantum algorithms perform complex calculations by processing large-
scale image data faster. Quantum technologies enable images to be obtained with higher 
resolution and less radiation exposure in medical imaging. Integrated diagnostic systems 
powered by artificial intelligence offer more comprehensive and personalized analyses 
for early diagnosis and prognosis of diseases. Artificial intelligence creates advanced 
prognostic models to predict disease progression and predict treatment outcomes (Wei 
et al., 2023).

Conclusions

In this chapter, the role and applications of artificial intelligence in the field of medical 
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image processing are examined in detail. Medical image processing is critical for early 
diagnosis of diseases, treatment planning, and patient follow-up. Various imaging 
techniques such as X-ray, MRI, CT, ultrasound, and PET are indispensable tools in 
accurate diagnosis and treatment processes. These techniques assist doctors in identifying 
diseases by providing detailed images of the body’s internal structures.

Artificial intelligence and deep learning are transforming medical image 
processing processes. Deep learning algorithms such as CNN, U-Net, and Mask R-CNN 
provide high accuracy rates in tasks such as image segmentation, classification, and 
anomaly detection. These methods make significant contributions to clinical decision 
support systems by detecting complex structures and abnormalities in medical images.

It is used in various fields such as bone fractures, lung diseases, and dental 
health. Its basic principle is to create images by reflecting different densities of textures. 
It provides detailed images of soft tissues and is used in the diagnosis of diseases of 
the brain, spinal cord, joints, and muscles. MRI creates images using a magnetic field 
and radio waves. It provides cross-sectional images of the body and provides a detailed 
examination of the internal organs. It creates 3D images using X-rays and computer 
technology. It provides images of internal organs and tissues using sound waves. It is 
used in various fields such as pregnancy tracking, heart diseases, and liver diseases. It 
displays metabolic activities using radioactive materials and is used in the diagnosis of 
cancer, heart diseases, and neurological disorders.

Using algorithms such as U-Net and Mask R-CNN, organs, tumors, and other 
structures in medical images are highlighted. CNNs are used in the classification of 
medical images and are critical for disease diagnosis. Extracting meaningful features 
from medical images is essential for accurate diagnosis and treatment. Artificial 
intelligence techniques enable early diagnosis of diseases by detecting abnormalities in 
medical images. It plays a huge role in diagnosing cancer, heart disease, and neurological 
disorders. Early diagnosis of diseases and personalized treatment plans are created by 
methods such as image analysis, clinical data analysis, and genomic data. In the field of 
medical image processing, significant advances are being made in areas such as advanced 
deep learning models, multi-modal imaging, real-time analysis, autonomous imaging, 
quantum computing, and data privacy. These advances make medical image processing 
processes faster, more accurate, and safer.

The use of artificial intelligence in the field of medical image processing brings 
revolutionary changes in healthcare. Deep learning algorithms and other artificial 
intelligence techniques complement human expertise in the analysis of medical images, 
enabling faster and more accurate diagnoses. However, for these technologies to be 
successfully implemented, challenges such as data privacy, security, model transparency, 
and clinical integration must be overcome. In the future, with the further development 
of AI-powered medical image processing technologies, significant advances are 
expected in areas such as early detection of diseases, personalized treatment plans, and 
improvement of patient outcomes. These developments will contribute to the provision 
of more efficient and effective services in the health sector.
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